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Preface

It has long been thought that co-referential names (like ‘Superman’
and ‘Clark Kent’) appear to be freely substitutable without change of
truth value in simple sentences like (1) and (1*), but not in sentences
containing certain special constructions, like (2) and (2%).

(1) Superman flies.

(1*) Clark flies.

(2) Lois believes that Superman flies.
(2*) Lois believes that Clark flies.

Most authors have taken this appearance at face value, and offered
explanations of the differences between sentences of these types. Even
those who deny that substitution really does fail in (2) and (2*) agree that
we need to explain the apparent differences between sentences that do

and do not con ons jlh ves —the —called opaci
gon EEL?E@@ dardl ‘Ha@% for s@s@nﬂﬁﬂ@é
failure.
In Saul (19974), I challenged this picture by presenting examples like
(3) and (3*), in which substitution failure seems to occur even in what I

called ‘simple sentences’— those lacking the standard opacity-producing
constructions:

(3) Clark Kent went into the phone booth and Superman came out.
(3*) Superman went into the phone booth and Clark Kent came out.

I argued that the debate over substitution has been shaped by a
misunderstanding of the data in need of explanation: we cannot carve
out a group of constructions that seem to give rise to substitution
failure and treat them as a special case. Moreover, I suggested that these
observations have important consequences for semantic theorising.

At the time of my original paper, and for some time afterwards, I was
convinced that the main significance of apparent substitution failures in
simple sentences was for substitution puzzle cases such as those involving
propositional attitude reports. More recently, it has become increasingly
clear to me that they show something of wider interest than this: the
most important lesson to come out of reflecting on simple sentences is
a methodological one concerning the role of intuitions in philosophy
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of language. In particular, I have become convinced that they show
traditional approaches to truth-conditional intuitions to be inadequate.
(A terminological note: I use the phrase ‘truth-conditions’ to refer to
the truth values of a sentence in a context, evaluated both at the actual
world and at other possible worlds. Truth-conditional intuitions are
intuitions about these truth values.)

In this book, my main purpose is to draw out this methodological
lesson. Simple sentences serve as a kind of case study for this lesson.
I argue that simple sentences help to show the failure of a certain
sort of traditional methodological picture. This picture begins from the
(relatively uncontroversial) thought that truth-conditional intuitions are
an important source of data for philosophers of language. The fact that
two sentences intuitively differ in truth value (in the same context) is
taken to be good evidence that these sentences differ semantically— that
they express different propositions. If sentence A is intuitively true and
sentence B is intuitively false, then ideally one’s semantic theory should
give the result that 4 expresses a true proposition and B a false one.
Of course, things are not always so ideal. Obviously, our intuitions

sometimes go g\a presses ma cbe true, and yet
' g}ELg al %}E E

d Kaindand iy 19 explain
such errors is to suggest that the source of our Ju\(fgment may instead
be some other proposition—which 45 false—that an utterance of B
manages (either generally, or in some particular context) to convey to
us. For example, a theorist who holds that an utterance of, ‘Someone
threw a grenade and I got hit’, is true even if the speaker was the
thrower needs to explain why it is that many will take the utterance to
be false under these circumstances. They may do so by arguing that the
intuition of falsehood is due to the falsehood of the conveyed (perhaps
conversationally implicated) claim that someone other than the speaker
threw the grenade.

Truth-conditional intuitions, then, are standardly dealt with in one
of two ways:

\6/

1. By giving theories on which the intuitive truth conditions for
sentences match their actual truth conditions.

2. By explaining why the intuitive truth conditions are incorrect. This
standardly takes the form of pointing to conveyed propositions whose
truth conditions do match the truth conditions we intuitively assign.

Simple sentences that seem to exhibit substitution failure show these
options for accommodating intuitions to be inadequate. I argue for
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this by exploring various options for accommodating simple sentence
intuitions within the traditional methodology, showing that they all
fail. Next, I begin a process of trying to identify the assumptions that
give rise to this failure. Eventually I am in a position to argue that
simple sentences show the need for a means of accommodating truth-
conditional intuitions which makes no use of what I call intuition-
matching propositions: propositions whose truth conditions match
those indicated by our intuitions.

Once we look beyond intuition-matching propositions, it becomes
apparent that there are potential ways of accommodating intuitions that
have failed to receive the attention they deserve. In particular, results
from psychology help to show that there are many ways our intuitions
might err that have nothing to do with our grasping intuition-matching
propositions. In the case of simple sentences, there are data that render
very appealing an explanation that draws on cognitive architecture
and processing considerations. I develop this explanation, showing
that it holds great promise for explaining our intuitions about these

sentences.
50 io ke tho suggeﬁs\tefd\\her/ ,
ul@p@l lﬁeai promise_for philosophy of

Psychological g&
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language If the arguments of this book are rlgﬁt, philosophers of
language have unduly limited themselves when considering ways that
truth-conditional intuitions may go wrong. They have failed to explore
options that do not involve intuition-matching propositions, and they
have failed to explore empirical literature that may bear on these
other options. Once these options are explored, apparently intractable
problems may turn out to be far more amenable to solution: for

example, perhaps the reason neither pragmatic nor semantic solutions
to substitution puzzles have proven successful is that a psychological
explanation is called for instead.

CHAPTERS

Chapter 1, Substitution and Simple Sentences, is a detailed look at the
consequences of apparent substitution failures in simple sentences for
standard debates on substitution. It begins with a look at propositional
attitude-reporting substitution puzzles and traditional approaches to
these puzzles. This serves as a good illustration of the traditional method-
ology discussed above, but it also allows us to see the seriousness of
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the problems simple sentence puzzle cases pose for standard approaches
to substitution.

Chapter 2, Simple Sentences and Semantics, examines attempts by
Graeme Forbes, Joseph Moore, David Pitt, and Stefano Predelli to
develop semantic theories on which anti-substitution intuitions about
simple sentences are actually correct. Chapter 3, Simple Sentences and
Implicatures, examines attempts (like Alex Barber’s) to explain away anti-
substitution intuitions as due to conversational implicatures. I argue that
all of these attempts fail, and that further attempts along similar lines will
also fail. The most important problems that I raise are ones that arise in
one form or another for all of the views discussed: (a) the Enlightenment
Problem: they need to make implausible claims about the states of mind
of conversational participants; and (b) the Aspect Problem: they make
use of theoretically problematic entities. These problems will serve to
motivate my alternative approach to truth-conditional intuitions.

Chapters 4 and 5 explore what will be needed to deal adequately
with the Enlightenment Problem and the Aspect Problem. Chapter 4
begins my diagnosis of the Enhghtenment Problem with ‘A problematic

.Ib thy ave te ed top roceed as
dher go@FEE\LT@Zﬂ@ w dokm lcared (EOD) |

Expressed or Implicated (EOI): For an utterance of a sentence S in a context
C, the truth-conditional intuitions of competent, rational speakers who are
relevantly well-informed must match the truth conditions of either what is
(semantically) expressed or what is implicated by S in C.

This chapter argues that (EOI) is false, and attempts to diagnose why
it is that theorists have tended to proceed as though they accepted it.
Chapter 5 begins by exploring what would be needed to fully evade
the Enlightenment Problem, arguing for the abandonment not only of
(EOI), but also of some important variants of (EOI). Next, it considers
what is required to avoid the Aspect Problem. By the end of this chapter,
it is clear that philosophers of language need to develop theories on
which truth-conditional intuitions may not be due to any proposition
whose truth conditions match those indicated by the intuitions.
Chapter 6 shows how it is that we can abandon the traditional
picture and develop theories like those Chapters 4 and 5 show to be
needed. This chapter offers an account of simple sentences that makes
no use of ‘matching propositions’, drawing instead on considerations
of psychological processing. The explanation developed is, it seems to
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me, a very satisfying one. It also fits quite naturally both with widely
accepted assumptions about cognitive architecture and with the relevant
empirical data. In addition, it is compatible with a wide variety of views
on the semantics of names.

Finally, I explore the methodological consequences of adopting an
account like that suggested above. In particular, I explore a worry that
one might have: that once we expand our intuition-explaining options
to include psychological explanations as well as more traditional ones,
it may become 00 easy to explain intuitions away. I suggest that this
is not so. The availability of such an explanation in one area does not
indicate that such explanations will always be available. Moreover, to
fully and properly support a psychological explanation, empirical data
are needed, which may or may not be forthcoming. Such explanations
can also be disconfirmed by empirical data. As an illustration of this
point, I discuss possible experiments that might bear on the viability of
the psychological explanation offered in Chapter 6.

IELTSAUD

Appendix A dlscusses terms other than names that seem to give rise to
substitution puzzles. It is far from obvious how to extend other accounts
to cover these cases, but the psychological explanation suggested in
Chapter 6 could be easily extended to accommodate them.

Appendix B returns to the topic of propositional attitude reporting
and substitution. In particular, it explores the implications for propo-
sitional attitude reporting of accepting an account like that offered in
Chapter 6. I suggest that—even though the account is confined to
simple sentences, and even though it is compatible with a variety of
views on names—accepting it may pose difficulties for opponents of
Millianism.

(L
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1

Substitution and Simple Sentences

Simple sentences that seem to resist substitution pose serious problems
for standard discussions of substitution puzzle cases. As indicated in the
Preface, I take the main interest of these problems to lie in their broader
methodological implications. Nonetheless, it is important to begin with
a detailed look at substitution puzzle cases. This will help us to see how
serious the problems posed by apparently substitution-resistant simple
sentences are. And it will also give us a nice illustration of traditional
approaches to accommodating truth-conditional intuitions. Since I
take the ultimate lesson of simple sentences to be the need for new

YN Ny P ul to h thls in lace as
TELTSAU, BIo0TA.COMA

A termmologlcal reminder: as noted in the Preffce, I use the phrase
‘truth conditions’ to refer to the truth values of a sentence in a
context, evaluated both at the actual world and at other possible worlds.
Truth-conditional intuitions are intuitions about these truth values.

1.1 SUBSTITUTION AND BELIEF REPORTING

1.1.1 Millianism, Fregeanism, and the problem of belief
reports

An initially attractive view of names is that the sole semantic content
of a name is the individual to whom it refers. (By ‘semantic content of
a name’ | mean contribution to the proposition semantically expressed in
a context by a sentence containing the name.) This view, Millianism,
gains credence from the commonplace (though by no means unques-
tionable) thought that our goal in making assertions is to talk about
the world—what we say in such assertions, it is reasonable to suppose,
will be about things in the world; and when we use a name we simply
say something about the individual named. So, according to this line of
thought, it makes sense to assume that a name’s semantic content will
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be simply its referent.! It also gains support from reflecting on some
commonplace examples, like (1) and (1*), or (2) and (2*), below:

(1) Hesperus is a planet.
(1*) Phosphorus is a planet.
(2) Clark is thirsty.

(2*) Superman is thirsty.

Substituting ‘Phosphorus’ for ‘Hesperus’ in (1) to arrive at (1*) seems
to make no difference to truth conditions. And the same seems true for
the substitution of ‘Superman’ for ‘Clark’ in order to move from (2) to
(2*).2 The fact that co-referential names can be freely substituted in this
way seems at first to lend support to the view that a name’s sole semantic
contribution—its sole contribution to the proposition expressed by a
sentence containing it—is its reference.

But Millianism faces an important obstacle. Co-referential names do
not seem freely substitutable in all sentences. In particular, it looks as
though substitution of co-referential names can make a difference to
truth conditions in sentences that report beliefs, such as (3) and (3*), or

(4) and (4* ) below.

0| el bighes hEI—E’? ot il Emﬂfj/wm com
(3*7 elga BeTlevest at osphorus 1sapfane J

(4) Lois believes that Clark is thirsty.
(4*) Lois believes that Superman is thirsty.

(3) seems as though it might be true even if (3%) is false; and (4) seems
as though it might be true even if (4*) is false. Embedding a sentence
within a belief report seems to have the result that co-referential names
can no longer be freely substituted without change of truth conditions.
And the same is true for other attitude verbs:

(5) Lois doubts that Clark is thirsty.

(5*) Lois doubts that Superman is thirsty.
(6) Lois fears that Clark is thirsty.

(6*) Lois fears that Superman is thirsty.

1 This line of thought lends initial credibility to Millianism, but it is certainly not
irresistible. Among other things, it moves rather quickly from reflections about what we
say or assert to claims about semantic content.

2 In the paragraph above, I discuss the truth values of sentences. Strictly speaking, only
sentences in contexts have truth values. For convenience, I will sometimes use ‘sentence’
as shorthand for ‘sentence in a context’ or ‘utterance of a sentence’. (Some theorists
prefer to discuss sentences in contexts, while others prefer an utterance-based semantics.
There are important issues here, but nothing in my discussion turns on this distinction.)
Where contexts and utterances make a difference, I will discuss them explicitly.
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Millianism on its own does not actually conflict with this.> However,
a related theory, known as Naive Millianism (the term is from Salmon
1986), does. According to the Naive Millian, sentences that differ
only in the substitution of one co-referential name for another must
express the same proposition.# They must therefore have the same truth
conditions. If (3), (4), (5) and (6) are true, then (3*), (4*), (5*), and
(6%) must also be true.

Consideration of attitude-reporting sentences like those above has
convinced many philosophers that a name’s semantic content must
at least sometimes be more than just its reference—Naive Millianism
must be false. Most famously, they have been important in convincing
Fregeans that names have two semantic values, a sense and a reference.>
A name’s sense, for Frege, is a mode of presentation, or way of thinking,
of its referent. Names like ‘Hesperus’ and ‘Phosphorus’, with the same
reference, might nonetheless differ in sense. Frege maintained that the
truth value of a sentence (which he took to be the sentence’s reference) is
compositionally determined by the references of its parts. Thus, (1) and
(1*) must have the same truth Value, as must (2) and (2%).

{10 Hesperus)is LT\ E \H AN/ PD) /\(m\ A
(\_1 }Phosphoigu§l N Y o ‘\ ‘/‘ \\t//\jﬂ_i: ? D‘\"/\‘ ) U H
(2) Clark is thirsty.

(2*) Superman is thirsty.

e

4‘\

These pairs do not, however, express the same propositions. The
proposition expressed by a sentence is its sense, and it is determined com-
positionally by the senses of its parts. Propositions (or thoughts), made
up of senses, are the objects of belief (and the other propositional atti-
tudes). Thus, one might believe the proposition expressed by (1) without
believing the proposition expressed by (1*). That is, one might believe
that Hesperus is a planet without believing that Phosphorus is a planet. In
other words, it should be possible for (3) and (3*) to differ in truth value.

(3) Helga believes that Hesperus is a planet.
(3*) Helga believes that Phosphorus is a planet.

3 Mark Crimmins and John Perry’s account (Crimmins and Perry 1989; Crimmins
1992), for example, is a Millian account on which (3) and (3*) and (4) and (4*) may
differ in truth value. I discuss this account in § 1.1.3.1.

4 Millians of course make an exception for sentences in which names are mentioned
rather than used.

5 The presentation of Frege’s theory in the text above is of course an oversimplification.
This oversimplified version is, I hope, adequate for my limited purposes.
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Buct so far this is not possible. If truth value is compositionally determined
by the references of a sentence’s parts, and ‘Hesperus’ and ‘Phosphorus’
always refer to the same object, (3) and (3*) cannot not differ in truth
value. To avoid this result, Frege maintained that in certain special
contexts—such as within the embedded clause of a belief report—a
term’s customary sense becomes its reference. So in sentences like (3) and
(3%) it is the senses of ‘Hesperus’ and ‘Phosphorus’ that are relevant
to truth value. Because the senses are different, there is room for a
difference in truth value between the two sentences, reflecting the fact
that it seems possible for Helga to believe (1) without believing (1%).
Frege’s view faces many well-known difficulties.® Nonetheless, most
theorists remain convinced that Frege must be right at least in advocating
a semantics that prevents substitution of co-referential names in belief
reports and their ilk while allowing such substitution in other contexts.

1.1.2 Naive Millians and implicature

Naive Millians like Nathan Salmon (e. g 1986) and Scott Soames (e.g.

1988) however, ) 1n th co- -refc ntial names can
wted_ a o(he}@@n mﬁt uC f&ra @Eg(‘ﬁs?@it\& qfsu

without a change in truth conditions. The intuitiots that seem to con-
flict with this claim, they maintain, are not quite what they seem. The
way that they explain these intuitions provides a very nice illustration of
the traditional methodology discussed in the preface. These intuitions,
Naive Millians maintain, are incorrect: they result from a certain sort
of systematic and widespread error. More specifically, they result from
a confusion between what is semantically expressed and what is prag-
matically conveyed. We think that our intuitions are tracking semantic
content—and so yielding correct results about the truth conditions of
belief-reporting sentences—but this is not always the case. Instead,
sometimes our intuitions reflect non-semantic features of belief-reporting
sentences and utterances of them. Because we may not be sufficiently
aware of the distinction between semantic and pragmatic elements of
communication, and because even when we are aware of this distinction
it can in practice be very difficult to draw, we are easily confused. When
asked about the truth value of a belief-reporting sentence, then, we often
go wrong—our judgments often reflect instead the truth value of some
other claim somehow associated with the sentence in question.

6 See, for example, Kripke (1972, 1988); Salmon (1981).
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When it comes time to flesh this out more fully, Naive theorists
nearly invariably turn to Grice’s theory of implicature.” Accordingly,
we'll take a brief digression here to discuss Grice’s theory in some detail.
These details will become important later.

1.1.2.1 Grice on implicature

Grice’s theory of implicature has been very important to the traditional
methodology that I discussed in the preface, as well as to philosophy of
language more generally. Grice himself did not use the terms ‘semantic
content’, ‘semantic contribution’, or ‘proposition expressed’, terms that
have been very important to our discussion thus far. Instead, Grice
employed a notion very close in key ways to that of semantic content,
for which his term was ‘what is said’. For Grice, what is said is in
large part determined by conventional meaning (in combination with
contextual factors to arrive at, for example, referents for indexicals). One
necessary condition for a sentence S to say that p, according to Grice, is
that ‘S means “p” in virtue of the particular meanings of the elements
of S, their order, and their syntactical character’.® (Grice 1989: 81.) For

Gncc whether al eiga gtte; J;eth;ﬁr\\y//q £ 1h
) y am%jl&[ ur ﬂOIL \Sﬁhﬂﬁﬂ

employ Grice’s termmology

Grice developed his theory of implicature in part as a way of account-
ing for some problematic intuitions about the English equivalents of
logical vocabulary, like ‘and’. According to the traditional understand-
ing of ‘and’, p and g will be true just in the case that p is true and q is
true. But in everyday use, a claim of the form p and g often seems to
mean much more than this—it often carries, for example, a suggestion
of temporal order, as in (7) below.

(7) They got married and had children.

(7) seems to mean that the marriage took place before the children were
born, and it would generally be judged false if the children preceded

7 The ‘nearly’ here is important: In Chapter 5 and Appendix A, T will discuss two
exceptions to this. The first, Scott Soames’s (2002) view, stays close in spirit to the
ones discussed here. The second, David Braun’s (1998) view, deviates in important ways
from the standard strategies under discussion here. It is also worth noting that Salmon
and Soames do not fully commit themselves to the idea that Gricean conversational
implicatures should be invoked to explain recalcitrant intuitions. It is, however, the only
detailed approach they discuss.

8 Grice also holds that an utterance cannot say that p unless the speaker means that
- This part of his view is often (perhaps justly) neglected.
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the marriage. Grice argued, however, that these judgments are mis-
taken—what (7) says is just what the traditional logical understanding
of ‘and’ would dictate. Nonetheless, utterances of (7) may often convey
more than this. They do this, Grice suggested, via a mechanism he
called ‘conversational implicature’. Grice argued that often our truth
conditional intuitions reflect not what is said by an utterance but what
is conversationally implicated. That is why it may seem to us (wrongly)
that an utterance of a sentence like (7) is false if the marriage took place
after the children were born.

Grice suggests that conversation, as a cooperative endeavour, is
governed by certain principles of cooperation, close relatives of which he
takes to govern other cooperative pursuits as well. More specifically, he
proposes that conversation is governed by an overarching Cooperative
Principle and four maxims of cooperation.

o Cooperative Principle: ‘Make your contribution such as is required,
at the stage at which it occurs, by the accepted purpose or direction
of the talk exchange in which you are engaged’ (Grice 1989: 26).

o Maxim of QM%L Make  your contribution as 1nf0rmat1ve as is

forl M toEE.clu

1989: 26).

o Maxim of Quality: “Try to make your contribution one that is true’
(Grice 1989: 21).

o Maxim of Relation: ‘Be relevant’ (Grice 1989: 21).

o Maxim of Manner: ‘Be perspicuous’ (Grice 1989: 21). This maxim
includes, among others, the submaxim ‘be orderly’.

Grice does not think that all people adhere to the Cooperative
Principle and its maxims at all times. Nor does he think that we
ever consciously reflect on this principle. Rather, his idea is that
we all tacitly presume each other to be following the Cooperative
Principle unless we have reason to suppose otherwise. In order to
maintain this presumption that others are being cooperative, we will
make supplementary assumptions. This tendency of audiences, and
speakers’ knowledge of this tendency, are important to making possible
communication via conversational implicature.

Grice suggests that all this is what brings it about that an utterance of
(7) carries a suggestion of temporal order: the audience can reasonably
assume that the speaker is following the Maxim of Manner and therefore
presenting events in the order in which they occurred. Since the marriage
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is mentioned before the children, then, the audience will assume that
the marriage came first. This assumption—that the marriage preceded
the children—is a conversational implicature. Grice does not take the
audience to always go through such reasoning consciously, or even
at all. They may instead leap directly to the implicature. Instead, his
point is that this reasoning is available. Its availability makes it the
case that audiences might be reasonable to read in extra information.
Grice’s story about how implicatures are generated also serves to
illustrate how speakers might systematically make use of audiences’
assumptions in order to convey more than they, strictly speaking,
say. The possibility of such reasoning on the audience’s part—the
calculability of conversational implicatures—is one requirement for their
existence: any putative conversational implicature must be calculable.
Grice also gives a more formal characterisation of conversational
implicature. According to Grice, a person conversationally implicates
that ¢ by saying that p only if?:
(1) he is to be presumed to be following the conversational maxims, or at least
the Cooperative Principle;

L TS G e

(3) the speaker thinks (and would expect the hearer to think that the speaker
thinks) that it is within the competence of the hearer to work out, or grasp
intuitively, that the supposition mentioned in (2) is required. (Grice 1989: 30-1)

9 Grice introduces these conditions as follows: ‘A man who, by (in, when) saying (or
making as if to say) that p has implicated that ¢, may be said to have conversationally
implicated that ¢, provided that. . .” (1989: 30). It is standard for logicians to translate
‘provided that as ‘if’, and therefore to view it as presenting merely sufficient conditions.
It is clear, however, that this is not how Grice is using ‘provided that’. On pages
39-40, he draws on these conditions in order to work out some additional features
that conversational implicatures must have (such as cancelability). His use of these
conditions makes it clear that he takes them to be necessary ones. And Grice is not
alone in this usage of ‘provided that’. It is well-known that ‘provided that’ is commonly
used roughly in accord with if and only if’—as a means of introducing necessary and
sufficient conditions. It is fairly standard to interpret Grice as providing necessary and
sufficient conditions for conversational implicature (e.g. Davis 1998: 13; Levinson 2000:
15). However, Grice is only concerned with conditions that must be met &y those who
have implicated that g, and implicating that g may have its own necessary conditions.
As a result, I hesitate to assume that the conditions following ‘provided that” are both
necessary and sufficient for conversational implicature. For that reason, I have interpreted
Grice above as using ‘provided that’ to introduce necessary conditions for conversational
implicature. In fact, it would make no difference to my arguments if the conditions were
taken to be both necessary and sufficient.

10 Tn clause 2, I have suppressed Grice’s reference to making as if to say, which is not
relevant to the present discussion.
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Clause (2) of this characterisation fits well with the emphasis we have
already seen on calculability. If an implicature cannot be worked out by
the audience, it is not calculable. Grice writes,

The presence of a conversational implicature must be capable of being worked
out. . . To work out that a particular conversational implicature is present, the
hearer will rely on the following data: (1) the conventional meaning of the words
used, together with the identity of any references that may be involved; (2) the
Cooperative Principle and its maxims; (3) the context, linguistic or otherwise,
of the utterance; (4) other items of background knowledge; and (5) the fact (or
supposed fact) that all relevant items falling under the previous headings are
available to both participants and both participants know or assume this to be
the case. A general pattern for the working out of a conversational implicature
might be given as follows: ‘He has said that p; there is no reason to suppose that
he is not observing the maxims, or at least the Cooperative Principle; he could
not be doing this unless he thought that g; he knows (and knows that I know
he knows) that I can see that the supposition that he thinks that g is required;
he has done nothing to stop me thinking that ¢; he intends me to think, or at
least is willing to allow me to think, that ¢; and so he has implicated that 4.
(Grice 1989: 31)

G ruhu Ta\m/f &fOM\L ‘Bﬁwﬂéﬂlﬁiﬁgmtﬁ o \‘\‘;H; b

predicted from this discussion. One is that they will vary with context:
In some contexts, a presumption of cooperativeness may be present
that is not present in others. Conversational implicatures cannot be
generated unless the presumption of cooperativeness is in force, so a
sentence whose utterance generates an implicature in one context may
fail to do so in another. But contextual variation may arise in other ways
as well. Audiences are meant to rely on background assumptions that
help in guiding them to the speaker’s intended message. In different
contexts, different background assumptions will come into play. As a
result, utterances of one sentence in two different contexts may carry
two different implicatures.

Grice also predicts that conversational implicatures will be cancelable.
Because contexts vary in the ways described above, one may cancel an
implicature that would otherwise be present by making it clear that the
audience should not make particular assumptions—because maxims
are being violated, or certain background assumptions are false. For
example, one who utters (7C) is pointing out that the maxim of manner
is not being followed.

(7C) They got married and had children, but not in that order.
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As a result, the audience will not assume that the marriage happened
before the children. The manner-derived implicature that the marriage
preceded the children will therefore not be present. This cancelability
counts against the rival theory that (7) says something like (7T).11

(7) They got married and had children.
(7T) They got married and zhen had children.

If (7) said the same thing as (7T), then, the argument goes, (7C) would
make about as much sense as (7TC).

(7TC) They got married and zhen had children, but not necessarily in that
order.

(7TC), which attempts to cancel a claim that is a part of what is said,
is incoherent; but (7C) is not. The fact that the suggestion of temporal
order in (7C) is cancelable, then, serves as evidence that it is not a part of
what (7) says—and as evidence that it is a conversational implicature.
Grice does not offer any hard and fast rules for determining whether
some suggestion carried by an utterance is a conversational implicature

I EL Y iR ile

putatlve conversational implicature turns out not to be cancelable
or calculable, it is not a conversational implicature; the presence of
cancelability or calculability are evidence in favour of conversational
implicature, but they do not guarantee it.!2

1.1.2.2 Belief reporting, Naive Millians, and implicature

Naive Millians argue that our anti-substitution intuitions do not really
reflect the truth conditions of attitude reporting utterances; instead,
they reflect something else. Traditionally, the ‘something else’ has been
taken to be conversational implicatures (Salmon 1986)—although

11 Tt counts strongly against the claim that a// utterances of (7) express something
like (7T)—and this sort of view was what Grice was concerned to refute. However, it
is far from decisive evidence against the claim that some utterances of (7) may express
something like (7T). For example, one might suppose that (7) is ambiguous between
two readings, one that carries a suggestion that the marriage preceded the children, and
another which doesn’t. A defender of such a view could argue that (7C) is an instance of
disambiguation, rather than one of cancellation of an implicature. For good discussions
of this move’s availability, see Crimmins 1992: 21-2; Sadock 1978: 293—4.

12 Grice also discusses other traits of conversational implicatures, such as non-
detachability and not being relevant to truth conditions. But it is difficult to arrive at a
non-question-begging way to use these even as defeasible tests. See Sadock (1978).
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Naive Millians do not commit themselves decisively on this point.13
A key piece of evidence in favour of this view has been the contextual
variability and cancelability of our anti-substitution intuitions. This
evidence helps to support an implicature view in two separate ways:
first, it counts against alternative views that cannot accommodate these
features; and second, it provides defeasible support for the idea that the
intuitions are due to conversational implicatures.

It is fairly easy to find cases that show contextual variation in our
truth-conditional intuitions about belief-reporting sentences, and in
our intuitions about substitution inferences involving these sentences.
Suppose I am discussing what people in general think of Bob Dylan’s
singing abilities, and the person I'm talking to knows him only as ‘Bob
Dylan’. 've been told (truthfully) that Glenda, a childhood friend, who
knows him only as ‘Robert Zimmerman’, believes that he has a beautiful
voice. Specifically, someone I trust has uttered sentence (8):

(8) Glenda believes that Robert Zimmerman has a beautiful voice.

I may report this with (8%):

(871)/Glend, bdle\ﬁ EEO yh@?ﬂbﬂez{%ﬂﬂﬂl ﬁﬁz\fﬂ

(8") seems true, even though Glenda would ncﬁfér assent to it. To
know that (8%) is true, moreover, we don’t need to know anything
at all about how Glenda thinks of her childhood friend Robert Zim-
merman. All that matters is his identity, and the fact that she liked
his voice. This suggests that substitution inferences are sometimes per-
fectly acceptable. Cases like this are problematic for theories committed
to the claim that substitution of co-referential names is never guar-
anteed to preserve truth in belief reports. Moreover, an utterance of
the very same sentence in an alternative conversational context may
take a different truth value. Suppose now that Glenda is participating
in a marketing poll which asks for her opinions of various singers’
voices. One of the names on the list is ‘Bob Dylan’. I'm asked to
predict her responses. If T replied with sentence (8*), intuition has it,
my utterance would be false. There is, then, an important element of
contextual variation in our intuitions about substitution. And this con-
textual variation fits well with an explanation in terms of conversational
implicature.

13 As noted in footnote 7, some recent Millian work—like Soames (2002) and Braun
(1998) — makes use of alternatives to implicature.
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It is also pretty easy to find cases that look like ones of implicature
cancellation. Consider again the conversation about the marketing poll.
Now suppose that I utter (8C) in reply to a request to predict Glenda’s
responses:

(8C) Glenda believes that Bob Dylan has a beautiful voice, but she wouldn’t
say so using the name ‘Bob Dylan’.

My utterance of (8C) does not seem false, or even misleading. If I
answered the question with (8), I would convey that Glenda holds the
belief in question under the name ‘Bob Dylan’. But if I answered with
(8C), this would no longer be conveyed. This looks very much like the

cancellation of an implicature.

1.1.2.3 A Naive Implicature view'*

With this support in hand, proponents of Naive implicature theory have
argued that a view like theirs can accommodate our intuitions better than
views that simply block substitution of co-referential names in attitude
reports. Nathan Salmon’s (1986, 1989)'5 Naive 1mphcature view is the

best-de loped }\foc S0 this v a name’s sole

‘ (EEHL:JE& %@mﬂt ;ﬂcgﬂlé‘@s‘ c&ﬂ%ﬂtﬁwﬁb@ﬁﬂ%érﬁ
is true Just in case the believer stands in the relation of believing to
the singular proposition expressed by the sentence in the embedded
clause of the belief report. (This proposition is a structured Russellian
proposition, made up of individuals and properties.) The relation of
believing is the existential generalisation of a 3-place relation, BEL,
which involves a believer, a proposition, and a guise under which that
proposition is apprehended (guises are something like sentences). The
BEL relation holds iff the believer is disposed to inwardly assent to the
proposition under the guise. Since belief is the existential generalisation
of the BEL relation, a believer believes a proposition iff she is disposed
to assent to it under some guise.'6 Thus, the particular guise under
which a proposition is believed has no bearing on the truth conditions
of a belief ascription, and substitution of co-referential names always
preserves truth conditions.

14 Some material in this section is taken from Saul (1998), with kind permission of
Springer publishing.

15 Salmon does not fully commit himself to conversational implicature as his explana-
tion for anti-substitution intuitions. However, it is the only mechanism that he discusses
in any detail.

16 This particular version is from Salmon (1986: 111).



12 Simple Sentences

Salmon argues that, while utterances of (9) must express exactly the
same proposition as utterances of (9%), they will generally pragmatically
convey different information.

(9) Lois believes that Superman flies.
(9*) Lois believes that Clark flies.

An utterance of (9) will implicate something like the information
expressed by (9G), and an utterance of (9*) will implicate something
like the information expressed by (9*G).

(9G) Lois believes that Superman flies under a guise like ‘Superman can fly’.
(9*G) Lois believes that Clark flies under a guise like ‘Clark can fly’.

Speakers are often unaware of the difference between semantically ex-
pressed and pragmatically conveyed information. As a result, their
truth-conditional intuitions—which should tell us about what is
expressed—instead often reflect what is implicated. So a speaker’s
intuitions about an utterance of (9) may reflect their verdict regarding
its implicature—something more like (9G); and similarly for (9*) and
(9*G). It is obvious that (9*G) may dlverge in truth Value from (9G),
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reports. We would be inclined to say that (10) is true along with (9):
(10) Lois doesn’t believe that Clark flies.

According to Salmon, however, if (9) is true then (10) is not true: If Lois
believes that Superman can fly, then she believes that Clark can fly—so
it can’t be true that she doesn’t believe that Clark can fly. The belief
relation holds between a believer, B, and a proposition, p, whenever B
is disposed to assent to p under any guise at all. In order to count as not
believing p, then, there must be no guise under which B is disposed to
assent to p. This is clearly not the case: Lois believes that Clark can fly,
under the guise ‘Superman flies’.

However, Salmon also defines the notion of withholding belief. A
believer B withholds belief from a proposition p iff there is some guise
under which B grasps p but is not disposed to assent to it. In order to
count as withholding belief from p, then, all that is needed is some guise
under which B grasps but is not disposed to assent to p. And Lois does
indeed withhold belief from the proposition that Clark can fly, because
she is not disposed to assent to it under the guise ‘Clark can fly’.

Salmon suggests that when we utter (10) we are trying to convey
something about withholding belief. Specifically, we are trying to convey



Substitution and Simple Sentences 13

that there is some guise, that Lois understands, under which she is nor
disposed to assent to the proposition in question. If there is such a guise, it
is true that Lois withholds belief from the proposition that Superman can
fly. According to this story, something like (10G) is implicated by (10).

(10G) Lois withholds belief from the proposition that Clark can fly.

Salmon maintains that our intuitions about (10) derive from focusing
not on what (10) says but on what it implicates—something akin to
(10G). The reason we might think that (10) is true is that we mistake
not believing for withholding belief. (10G), unlike (10), may be true even
if (9) is true.

The story, as described above, is short on details. Among the things
we should want to know are (i) exactly what the implicated propositions
are—that they are something like (9G), (9*G), and (10G) is surely not
enough; (ii) what maxims are involved in generating the implicature,
and (iii) how is the implicature calculated? There have been attempts
made to answer these questions, but none of them have been entirely
satisfying.1”

~ Naive implica rt say, vinced everyone
$6 6nsﬂELT of s nyersation Eﬁrmph@aﬂiréﬂ For
example: Francois Recanati 1993 325 41) 1n51§t§ that—in order to
accord with Grice’s calculablhty requirement—what is said and what is
implicated must be psychologically accessible in a way that they would
not be on Salmon’s account. Mitch Green calls attention to certain
differences between the hypothesised belief reporting implicatures and
the sorts of implicatures likely to generate confusion of the sort required
for Salmon’s explanation (Green 1998). Stephen Schiffer raises concerns
about the mechanics of implicature calculation (Schiffer 1987; Salmon
1989). But the strongest objection to Naive implicature theory remains
the most obvious: it violates our truth-conditional intuitions about
acticude reports. Sophisticated objectors will accept that sometimes we
must, and should, settle for an account that violates our intuitions, as
long as it is accompanied by an explanation of these violations. They do
not, however, accept that this is the situation with respect to attitude
reporting. Instead, they maintain that we must find an account that
agrees with our anti-substitution intuitions, and that we should refuse
to accept one that does not.

17 For discussion of these accounts, and problems with them, see Braun (1998); Saul

(1998).
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1.1.3 Belief reporting and contextualist theories

For some time, Naive implicature theorists had a strong response to the
line of argument above: although their theory violated anzi-substitution
intuitions, their opponents’ theories violated pro-substitution intuitions
(see e.g. Soames 1988). After all, we have just seen a clear example of
substitution success. In the context of our conversation about Bob Dylan’s
singing abilities, (8") seems true simply because (8) is true—we don’t
need to know anything about how Glenda thinks of Dylan/Zimmerman
to make the inference to (8*).

(8) Glenda believes that Robert Zimmerman has a beautiful voice.
(8*) Glenda believes that Bob Dylan has a beautiful voice.

On a Fregean theory, this inference is never acceptable, as ‘Robert Zim-
merman’ and ‘Bob Dylan’ simply have different senses. Such a theory,
then, violates our intuitions of substitution success. Naive implicature
theorists, however, uphold these intuitions. In addition their theory
predztts that intuitions about substitution will vary with context—a
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if some of these explanations were less than fully satisfying).

But this happy situation for the Naive Millian did not last long.
There are now a variety of theories on the market that purport to
accommodate contextual variation in our intuitions just as well as Naive
implicature theory can. Moreover, these theories aim to accommodate
our intuitions by agreeing with them—a// of them—rather than
explaining them away. These theories are contextualist ones, according
to which what is expressed by a belief report—and so, its truth
conditions—may vary with context. As a result, the acceptability of
substitution inferences also varies with context. Theories like these offer
the hope of accommodating 2// our substitution-related intuitions, those
in favour and those against. I will examine two of these theories, those
offered by Mark Crimmins (Crimmins and Perry 1989; Mark Richard
1990; and Crimmins 1992).18

18 These are not the only contextualist theories on the market. For example, Graeme
Forbes’s neo-Fregean theory (1990, 1993) is a contextualist one. (Forbes’s view was not
contextualist in its initial formulation. However, Forbes included contextualist elements
in his 1993, largely in response to criticisms from Crimmins (1993) and Richard (1993).)
Although T do not discuss Forbes’s theory of beliefil reporting here, I discuss his theory
of simple sentences in the next chapter.



Substitution and Simple Sentences 15

1.1.3.1 Crimmins

Crimmins (Crimmins and Perry 1989; Crimmins 1992) holds that the
sole contribution of a name to the proposition expressed by a sentence
containing it is its referent. Crimmins, like Salmon and Soames, holds
that propositions are structured, and made up of individuals and
properties. For Crimmins, non-belief reporting sentences that differ
only in the presence of different co-referential names express the same
proposition. Further, the embedded sentence in a belief report expresses
just the same proposition as it would if not embedded. Nonetheless,
Crimmins does not hold that substitution of co-referential names must
always preserve truth conditions. Crimmins maintains that the truth
value of a belief report does not depend just on whether its subject has
a belief with the specified content.

There are a number of things that are sometimes meant by ‘belief’. On
one understanding, beliefs are individuated by propositional content:
two people may have the same belief because they are in mental states of
the same sort with the same content. On another understanding, beliefs
\ ! E;EL SWilip dfﬁ S %t{af the satpe belic,
although' they m liefs samie Colitent. Crimmins holds
that the semantic content of a belief report informis us about both the
propositional contents of beliefs and the particular mental states that bear
these contents. Substitution of co-referential names is not licensed on
Crimmins’s view, because a true belief report specifies the belief—the
particular mental state—whose content is the proposition expressed
by the embedded clause. This belief is itself structured in much the
same way as the proposition that is its content. Where the proposition
contains individuals and properties, the belief contains notions and ideas,
their private, representational counterparts. It is by specifying notions
and ideas that, according to Crimmins, a belief report specifies not just
what proposition is believed, but how that proposition is believed.

Notions and ideas are specified by contextually-supplied, unarticu-
lated constituents of the proposition expressed by a belief report. (An
unarticulated constituent—as the concept is used here—is simply a
propositional constituent that is not represented by any linguistic unit
in the sentence that expresses the proposition (Crimmins 1992: 16)).
A belief report is true just in case the believer has a belief with the
specified propositional content that involves the contextually-specified
notions and ideas in the right way. The specification of notions and
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ideas amounts to a specification of the relevant belief whose content is
that proposition. Very roughly, the truth conditions of belief reports
can be given as follows:

An utterance  of a belief report, A believes that S, is true iff A has some belief
whose content is the proposition expressed by S, and this belief involves the
notions specified in the right way.

Because which notions and ideas are specified will vary with context,
the truth value of a belief reporting sentence may vary with context. In
the discussion of the marketing poll, my utterance of (8*) will require a
very specific sort of notion for its truth.

(8") Glenda believes that Bob Dylan has a beautiful voice.

The report will only be made true by a belief of Glenda’s with the
specified content that involves a notion she associates with the name ‘Bob
Dylan’. The notion that Glenda associates with ‘Robert Zimmerman’
does not meet this condition, so even though she has a belief with the
requisite content (that Bob Dylan has a beautiful voice), my report is

stlll false. But W n I u ) in the @ cgpssmn of, Dylan s s1ng1ng
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make the report true. Crimmins’s account, then, holds out the promise
of agreeing with #// our intuitions about substitution—Dboth in favour
and opposed. And this is a promise that neither Naive Millians nor
traditional Fregeans can make.

1.1.3.2 Richard

Richard’s account makes use of proposition-like entities that he calls
RAMs. Every sentence expresses a RAM, which is a fusion of that
sentence and its ‘Russellian interpretation’ (Richard 1990: 131) —what
Naive Millians would take to be the proposition it expresses.!® This
Russellian interpretation is a structured proposition consisting of indi-
viduals and properties, with the contribution of a name being solely its
referent. Every believer has a representational system (RS) that consists
of RAMs that she accepts. A belief report is true in a context just in case
there is some RAM in the believer’s RS that is an acceptable translation
(in that context) of the RAM in the report’s content clause. What counts

19 Richard, like other theorists including David Braun (2000: 203), uses ‘Russellian-
ism’ to refer to the view I have called ‘Naive Millianism’.
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as an acceptable translation is determined by the intentions and interests
of the speaker and audience. As a result of this variation in acceptable
translations, the truth conditions of belief reporting sentences will vary
with context.

A little loosely, and in more familiar terms, the idea is this: What a
sentence expresses is a matter of both the sentence and what is normally
called its propositional content. A belief report is true if the believer
(a) has a belief with the propositional content specified by the report;
and (b) the believer holds this belief under a sentence that counts as
an appropriate translation of the one in the report’s ‘that’-clause. What
counts as appropriate will vary with context, so the truth value of a
belief report will vary with context.

To see how this works, consider again my two utterances of (8%).

(8*) Glenda believes that Bob Dylan has a beautiful voice.

When discussing the marketing poll, there will be quite a tight restriction
on translation in force: the content clause in (8*) will not count as an
acceptable translation of the content clause in (8).

(8) Glenda believ n beaun r'VOICC
T e
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people’s opinions of Dylan’s singing abilities, standards of translation
are looser—we don’t care whether or not Glenda would accept the
sentence ‘Bob Dylan has a beautiful voice’. In this context, then, (8%)
will be true. Like Crimmins’s account, then, Richard’s seems able to
accommodate both pro- and anti-substitution intuitions.

Contextual variation accounts like Crimmins’s and Richard’s have a
great deal in their favour. Because they allow for contextual variation
in the truth values of belief reports, they hold out the promise of
agreeing with all of our substitution-related intuitions. According to
these accounts, the reason it seems to us that substitution fails in many
belief reporting utterances yet succeeds in others is that iz does. This is,
obviously, a very desirable result. Moreover, even the promise of such a
result is an appealing one. Once we see its possibility, it is very hard to
accept an account like Salmon and Soames’s that rules this out. For this
reason, belief reporting accounts that allow for contextual variation in
the semantics of belief reports remain appealing despite objections that
have been raised to the specific accounts on the market.20

20 For some of these objections, see Sider (1995), Soames (1995), and Saul (1992,
19994, b)
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1.2 SIMPLE SENTENCES AND SUBSTITUTION

Simple sentences in which substitution seems to fail demand modifica-
tions to this picture of the debate. We can see the difficulty that they pose
initially as a dilemma for those who oppose Naive Millianism—that
is, nearly all philosophers of language. For these theorists, the most
unacceptable consequence of Naive Millianism is generally taken to be
its disagreement with anti-substitution intuitions about belief reports. A
theory that fails to accord with anti-substitution intuitions, they insist,
should be rejected. Instead, we should prefer a theory that respects these
intuitions by blocking substitution in belief reports.

Any theory that attempts to block substitution only in belief reports
(or other special substitution-resistant contexts) will fail to block substi-
tution in simple sentences— those that do not contain any propositional
attitude reporting constructions (or any other constructions traditionally
associated with substitution failure). This is traditionally thought to be
an acceptable—indeed, desirable—feature. But now imagine that (11)
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(11) Clark Kent went into the phone booth and Superman came out.
(11*) Superman went into the phone booth and Clark Kent came out.

We get similar failures of substitution in sentences like the following:

(12) Clark Kent always arrived at the scene just after one of Superman’s daring
rescues.

(12*) Superman always arrived at the scene just after one of Clark Kent’s daring
rescues.

(13) Hesperus appears in the evening and Phosphorus appears in the morning.
(13*) Hesperus appears in the evening and Hesperus appears in the morning.

Relatedly, (14) seems like it might be true, even though (14*) is surely
false.

(14) Superman leaps more tall buildings than Clark Kent does.
(14*) Superman leaps more tall buildings than Superman does.

Such sentence pairs are not confined to the world of fiction, and people
really do utter them. In fact, (15) and (16) come from 7he NY Review
of Books and World Traveller magazine, respectively:
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(15) Shostakovich always signalled his connections to the classical traditions of
St Petersburg, even if he was forced to live in Leningrad.2!

(15*) Shostakovich always signalled his connections the classical traditions of
Leningrad, even if he was forced to live in St Petersburg.

(16) So in some ways, we've made a dual biography of Mark Twain and Sam
Clemens.22

(16*) So in some ways, we've made a dual biography of Mark Twain and Mark
Twain.

Intuitively, substitution fails in the pairs of sentences above. As we
will see, this poses problems for all the theories we have discussed so far.
Yet there is reason to believe that it poses a special problem for those
who oppose Naive Millianism.

1.2.1 A challenge to opponents of Naive Millianism

A proponent of a theory opposed to Naive Millianism is, seemingly,
faced with a choice:23

 Option 1: Extend the theory so that it blocks Substltutlon in s1mple
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e Option 2: Maintain that our anti-substitution intuitions about simple
sentences are in error. On this option, the opponent of Naive
Millianism must explain away anti-substitution intuitions about
simple sentences while insisting that it is unacceptable for the Naive
Millian to explain away anti-substitution intuitions about belief
reports. She will, then, need to offer a very good reason to suppose
that anti-substitution intuitions about belief reports demand a kind
of respect that those about simple sentences do not.

Simple sentences, then, presenta challenge to those who oppose Naive
Millianism. If they wish to insist that respect for anti-substitution intu-
itions demands an account that accords with these intuitions, they must
offer a semantics that accords with anti-substitution intuitions about
simple sentences. If they cannot do this, one of the strongest objections
to Naive Millianism—that it violates anti-substitution intuitions—is

21 NY Review of Books (2004), 10 June: 14.

22 Ken Burns, quoted in Ammeson (2002: 40).

23 The ‘seemingly’ is important. In what is to come, we will explore other options,
including that of denying that the names in question are co-referential (Pitt 2001), which
is discussed in Chapter 2.
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substantially weakened. If every theory is doomed to violate anti-substi-
tution intuitions, it is no longer so devastating to point out that Naive
Millianism does so.

The first strategy has proved more popular than I expected it to be
when [ initially posed this dilemma.24 In the next chapter, I will explore
the substitution-blocking proposals for simple sentences that have
appeared in the literature. Here, however, I want only to show why it
is that standard accounts of belief reporting cannot be straightforwardly
extended to block substitution in simple sentences.

1.2.2 Why standard accounts cannot easily adapt

Standard accounts cannot be easily adapted to block substitution in
simple sentences. To see this, we will look at two sorts of account: a
traditional Fregean one, and the contextualist accounts noted earlier.
Our examination will not conclusively prove that these accounts cannot
be adapted to cover simple sentence cases. But it will help to indicate
the difficulty of carrying out such an adaptation.

Pegean thaorie|

Traditionally, Fregean theories rely on senses to block substitution.
In ordinary contexts, terms refer to their references, while in (the
embedded clauses of) belief reports they refer to their customary senses.
The reason (9) and (9%) may differ in truth value is that different senses
are referred to by the terms ‘Superman’ and ‘Clark Kent’ within the
belief clauses.

(9) Lois believes that Superman flies.
(9%) Lois believes that Clark Kent flies.

On the other hand, (17) and (17*) cannot differ in truth value:

(17) Superman flies.
(17*) Clark Kent flies.

24 Actually, this is a slightly more general form of the dilemma I originally posed
in Saul (19974). There, the second option was somewhat different: I claimed that
those who oppose naive implicature theory would presumably explain away anti-
substitution intuitions about simple sentences as due to implicatures. As I have
become more aware of the possibilities (and, indeed, need) for non-implicature-
based explanations of mistaken anti-substitution intuitions (about both simple sen-
tences and others), I have decided the problem should now be posed in this more
general way.
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In the absence of an opacity-inducing construction, the terms ‘Super-
man’ and ‘Clark Kent’ refer to their customary referents. These are the
same, so the two sentences cannot differ in truth value. Substitution
may only be blocked if there is an opacity-producing construction that
can bring about a reference shift. Simple sentences in which substitution
seems to fail, then, pose obvious problems: they are cases in which there
are substitution failures despite the lack of constructions to bring about
a reference shift. On a traditional Fregean view, this is impossible, as
the names in such sentences must refer to their customary references,
thus guaranteeing that substitution of co-referential names will preserve
truth value.

Nonetheless, one might think that Fregean theories could adapt by
allowing reference shifts to sometimes take place even in the absence
of the standard opacity-inducing constructions. Such a view, then,
introduces a sort of context-dependence into a Fregean semantics. On
this view, names in simple sentences would sometimes refer to their
customary references and sometimes to their customary senses. There
would be many technical niceties to be worked out—deciding, for
example when a Quit ense and when it refers to
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ilk could be solved, it seems to me that a straightforward adaptation of
a Fregean theory is unlikely to succeed. The reason for this is that senses
just do not seem like the sorts of things that names could plausibly be
referring to in simple sentences. Consider, for example, sentence (11):

(11) Clark Kent went into the phone booth and Superman came out.

This sentence can only be true if the thing referred to by ‘Clark Kent’
went into the phone booth and the thing referred to by ‘Superman’
came out. But if that thing is a sense, this just isn’t possible: Senses
do not go into and out of phone booths. Allowing names to refer to
their senses in simple sentences like those discussed here would yield
nonsense, rather than intuitively correct truth values.

It is important to note, however, that there are some simple sentence
intuitions that are straightforwardly explicable on Fregean theories:
those of people who do not realise that the names involved co-refer.
To see this, assume that Lois is unaware that ‘Superman’ and ‘Clark
Kent’ co-refer. Assume further that Lois takes (17) and (17*) to differ
in truth value. This anti-substitution intuition of Lois’s should come as
no surprise to the Fregean. After all, the Fregean takes (17) and (17*)
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to express different propositions. Even though these propositions must
in fact take the same truth value, it is perfectly understandable that
someone like Lois—unaware of the relevant facts—will take them to
differ in truth value.25

The problem posed by simple sentences, then, is not one concerning
the intuitions of those unaware of the relevant double lives—those
Joseph Moore (1999) has called the unenlightened. The problem posed
by simple sentences is that it is not only the unenlightened who think
sentences like (11) and (11%) may differ in truth value. We (many of
us, anyway) think this as well, and we are enlightened.?6 This fact—the
fact that even when we know all the relevant facts (11) and (11%) may
seem like they may differ in truth value—is what poses difficulties for
Fregean theories.

It is important to observe that a parallel point holds for belief
reporting sentences. If Fregeans were only trying to explain the anti-
substitution intuitions of the unenlightened, there would be no need for
the doctrine of reference shift. The fact that (9) and (9*) express different
propositions provides a sufﬁcient explanation for the anti-substitution
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(9%) Lois believes that Clark Kent flies h

The doctrine of reference shift is needed because anti-substitution
intuitions about belief reporting sentences are not confined to the
unenlightened. We have the intuition that substitution fails, and we are
enlightened. Even when apprised of the relevant facts, most people still
think that (9) and (9*) differ in truth value. The desire to vindicate these
intuitions—which can’t be explained as deriving from ignorance of the
relevant facts—is what motivates the doctrine of reference shift.
Fregean theories, then, cannot readily be adapted to accommodate
anti-substitution intuitions about simple sentences. Although they can
easily explain the intuitions of those unaware of relevant facts, this is

25 Alex Barber (2000) also makes this point.

26 It is worth acknowledging at the outset that although many of the enlightened have
these intuitions, and seem to have them quite strongly, not all of the enlightened seem to
have them (or, at least, they do not have them very strongly). While this is an important
point, I am setting it aside for now to focus on the problem of explaining the intuitions
of the enlightened who 4o have anti-substitution intuitions about simple sentences.
These intuitions will be my primary focus until I reach Chapter 6. In Chapter 6, I will
explore variation in intuitions and in strength of intuitions, and I will address the issue
of enlightened people who lack anti-substitution intuitions about simple sentences.
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beside the point. In order to respect anti-substitution intuitions about
simple sentences as they respect those about belief reporting sentences,
Fregeans need to accommodate not just these intuitions but also those
of the enlightened— those fully aware of all the relevant double lives.2”

1.2.2.2 Contextual variation theories

As we saw carlier, some of the most promising recent approaches
to propositional attitude reporting have crucially involved context-
dependent elements in the semantics of such reports. It is natural to
wonder how such accounts might fare at accommodating intuitions
about simple sentences.

1.2.2.2.1 Richard’s account

We have seen that on Mark Richard’s (1990) account, a belief report is
true just in case the sentence in its content clause serves as an acceptable
translation of a sentence that the believer accepts. Standards for accept-
able translation vary with context. Substitution of co-referential terms,
then fails if there are no acceptable translations mapping the sentence

:
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For example An utterance of A doubts that S will be true just in case
(roughly) § serves as an acceptable translation of some sentence whose
truth A doubts. It is less easy, however, to see how to extend this
account beyond the realm of attitude attribution. With a belief report,
it makes sense to raise the issue of whether a particular sentence is an
acceptable translation of one of the believer’s beliefs, and similarly for
reports of doubts. But what could possibly be the analogous issue with
simple sentences? Nobody’s psychological states are being reported by
such sentences, after all. We cannot even begin to see whose translations
of the uttered sentence would be relevant, or how such translations
might affect truth conditions: does the speaker need to accept them?
The audience? Someone else?

1.2.2.2.2 Crimmins’s account

According to Crimmins’s account, belief reports specify not just the
content of the belief being reported, but something more—some details
of how the belief is held. They do this by specifying the notions and

27 For convenience, I sometimes use the term ‘double lives’ as a kind of shorthand.
Planets and cities, of course, don’t lead lives, let alone double lives.
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ideas—concrete psychological particulars—involved in the reported
belief. Which notions and ideas get described will vary with context,
and this is what determines whether substitution fails or succeeds. It is
straightforward to adapt this account to cover propositional attitudes
other than believing. It is far from obvious, though, how this could
be made to work for simple sentences. These sentences do not involve
agents whose mental states are under discussion, so it is difficult to see
whose notions and ideas might be at stake in simple sentences. Even if
one could find an answer to this worry, however, other worries would
remain. Notions and ideas— concrete mental particulars— might go in
and out of phone booths, but only because those whose concrete mental
particulars they are go in and out of phone booths. Recourse to these
entities does not seem likely to help with sentences that do not ascribe
psychological states.

1.2.2.2.3 What these accounts can do
Despite these difficulties, it is important to note that these ac-
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the unen
Consider again (11) and (11%)

(11) Clark Kent went into the phone booth and Superman came out.
(11*) Superman went into the phone booth and Clark Kent came out.

If we focus only on the unenlightened, our task is that of explaining why
it is that one who doesn’t realise ‘Clark Kent’ and ‘Superman’ co-refer
might think that (11) is true while (11%) is false.

Mark Richard, like the Fregean, takes (11) and (11%) to express
different propositions (or, in his terminology, RAMs), simply because
they are different sentences. It is easy to explain, then, why someone
unaware of Clark Kent’s double life might take the sentences to differ
in truth value. These sentences, for Richard, simply say different things.
One who is unaware that ‘Clark Kent’ and ‘Superman’ co-refer is in
no position to realise that these different sentences, which say different
things, must take the same truth value. Such a person’s intuitions are casy
to explain: utterances of (11) and (11*) express different propositions;
an unenlightened person who understands these sentences will have no
reason to suppose that they must take the same truth value; so such a
person may well assign different truth values to (11) and (11%).
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Mark Crimmins, unlike Mark Richard, would say that (11) and (11%)
express the same proposition. However, his account makes much of the
fact that more than one belief (in the sense of psychological state) might
have this proposition as its content. As long as one associates different
notions with ‘Clark Kent’ and ‘Superman’ (as an unenlightened person
would), one might well read and assent to (11) while insisting that (11*)
is false—simply because one represents the proposition expressed by
(11) and (11%*) different ways.

However, neither of these responses is sufficient as an answer to the
problem posed by simple sentences. The intuitions of the unenlightened
can be dismissed as resulting from false beliefs. They think (11) and
(11%) can differ in truth value, but they’re wrong. And we know why
they’re wrong—they simply don’t realise that ‘Superman’ and ‘Clark
Kent name the same individual. But enlightened intuitions cannot be
dismissed so easily. Enlightened people like us also think that (11) and
(11%) can differ in truth value, despite knowing all about Superman’s
secret life as a shy reporter. Factual errors are not available to explain these
intuitions. And this is where the real problem with simple sentences lies.

JEhT 54 Lblaga,com
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Simple sentences in which substitution appears to fail pose a challenge
to those who oppose a Naive Millian view of belief reporting. However,
this challenge does not show that Naive Millianism is the right theory
to hold. Nor does it show, more specifically, that Salmon and Soames’s
Naive Implicature view is correct.28

Indeed, the Naive Implicature view also faces challenges from simple
sentences. In some ways, these challenges are not as daunting, since Naive
Implicature theorists—unlike their opponents—are already in the
business of explaining away anti-substitution intuitions. Nonetheless,
simple sentences provide them with new anti-substitution intuitions to
explain. As it stands, Naive Implicature theory does not yet explain
anti-substitution intuitions about simple sentences. The account Naive

28 As Stefano Predelli (1999) rightly notes, the idea of providing an implicature
account of simple sentences intuitions is ‘little more than a research program’ (p. 114).
Predelli wrongly takes this to be a problem for the challenge that I pose for opponents
of Naive Implicature theory. That challenge does not rely on the idea that we already
have a well-worked out implicature-based account of simple sentence intuitions. It is
right, however, to insist that Naive Implicature theorists owe us an explanation of simple
sentence intuitions. I explore their possibilities for doing so in Chapter 3.
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Implicature theorists have offered of anti-substitution intuitions about
propositional attitude reporting sentences is just that: an account of
intuitions about propositional attitude reporting sentences. The same
is true of attempts to further flesh out their sketchy explanations.
An account that confines itself solely to explaining intuitions about
attitude-reporting sentences cannot be said to explain intuitions about
non-attitude-reporting sentences.

Naive Implicature theorists, like the other theorists we have discussed,
do have a way of explaining some anti-substitution intuitions regarding
simple sentences: those of the unenlightened. For Nathan Salmon (11)
and (11%) express the same proposition.

(11) Clark Kent went into the phone booth and Superman came out.
(11*) Superman went into the phone booth and Clark Kent came out.

However, these two sentences present the proposition under different
guises. One who is unaware of the double life will fail to recognise
that the same proposition is being presented in different ways. The
difference in guises may affect her truth-conditional intuitions. Thus,
she may | fail to reahse that the sentences cannot dlffer in truth value.2 As
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posed by simple sentences, one must also explam the intuitions of
the enlightened. Doing this would require, at the very least, some
extension of implicature explanations of attitude reporting intuitions.3°
It is not immediately obvious how to do this, since any accounts of these
intuitions will postulate implicatures that arise from attitude reporting
sentences, and simple sentences are by definition not attitude reporting
sentences.

Naive Millians more generally—rather than just Naive Implicature
theorists—face the same sorts of problems. Although explaining away
anti-substitution intuitions about simple sentences fits more naturally
with their theoretical outlook than it does with the outlook of those who
oppose Naive Millianism, they must still explain them away. Simple
sentences represent an extra sort of case for Naive Millians to explain.

29 The Naive Implicature theorist, then, need not use implicatures to explain @//
anti-substitution intuitions. (For more on this move, see Braun 1998.) On the other
hand, she could do so. Rather than adopting the simple explanation above, she could
instead insist that even the intuitions of the unenlightened are to be explained via
implicatures. Because I find this version of the view needlessly complex, I do not discuss
it here.

30 Eventually—in Chapter 3— I will argue that this cannot be done.
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In short, simple sentences that appear to resist substitution of co-
referential names are a problem for everyone. In the chapters that follow,
I show that the problem is not one that is easily solved. After discussing
many attempted solutions that fail, I argue that simple sentences indicate
a need for a new approach to our truth-conditional intuitions.
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Simple Sentences and Semantics

The last chapter introduced us to the problems that apparently
substitution-resistant simple sentences pose for standard approaches
to substitution puzzle cases. In particular, it showed us that it is far from
obvious how traditional theories can be adapted to cover these new
cases, which do not involve any of the constructions standardly blamed
for substitution failure (or its appearance). This chapter explores the
prospects for semantic theories that uphold our truth-conditional intu-
itions about simple sentences.! Broadly speaking, these theories come in
two varieties: those that don’t allow for substantial contextual variation

in truth condm se who wish to
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variation. But although such accounts have much beteer prospects than
those without contextual variation, they also fail, for very important
reasons. These reasons, the Enlightenment Problem and the Aspect
Problem, are quite general difficulties raised by simple sentences, rather
than simply objections to particular accounts. We will see that they
arise over and over again in subsequent chapters as we explore further
approaches to simple sentences. In the end, they will be an important
part of the motivation for the new approach to intuitions that I suggest.

Before I begin my look at these accounts, I should say a word
or two about terminology. In what follows, I frequently refer to ‘anti-
substitution intuitions’. As we will see, however, some accounts designed
to accommodate what I have called ‘anti-substitution intuitions’ have
the result that no substitution of co-referential names takes place in

(1) and (1%).

(1) Superman leaps more tall buildings than Clark Kent does.
(1*) Superman leaps more tall buildings than Superman does.

1 A reminder: I use the phrase ‘truth conditions’ to refer to the truth values of a
sentence in a context, evaluated both at the actual world and at other possible worlds.
Truth-conditional intuitions are intuitions about these truth values.
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On these accounts, the terms ‘Clark Kent” and ‘Superman’, ordinarily
taken to be co-referential, are—in at least some contexts—not co-
referendial. Since the intuitions I am discussing are pre-theoretical,
however, and since pre-theoretically we take the terms ‘Superman’ and
‘Clark Kent’ to name the same individual, I will for convenience persist
in calling the intuitions ‘anti-substitution intuitions’. Nothing hangs on
this terminological decision.

2.1 ACCOUNTS WITHOUT CONTEXTUAL
VARIATION

One simple way to block substitution in sentences like (1) and (1*) is
to maintain that ‘Superman’ and ‘Clark Kent’ never refer to the same
individual—we are making a mistake when we take them to do so. In
fact, according to a story like this, they refer to different things. An
account like this will very easily give different truth values to (1) and
(1*), and it can make sense of (1)’5 truth of course one thing may leap
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account also has the result that (2) must be false.

(2) Superman is Clark Kent.

But surely one of our strongest intuitions about the Superman/Clark
story is that (2) is true. To insist that (2) is simply false, then, is a bad
strategy for one who hopes to uphold intuitions.

A further problem comes with trying to figure out just what the
different things referred to by ‘Superman’ and ‘Clark Kent are. One
obvious candidate is temporal parts (or collections of temporal parts).
Approaches like this bring with them further difficulties.

2.1.1 A simple temporal part account

One easy way to get some of the desired results is to take the names ‘Su-
perman’ and ‘Clark Kent’ to refer to different temporal parts of the same
individual. ‘Superman’ names the superhero bits of Superman/Clark
Kent, while ‘Clark’ names the reporter bits. Since there is a lot of
shifting back and forth between the superhero and the reporter, each
name must be a name for a discontinuous collection of temporal parts.
Although it might well prove difficult to cash this out in detail, let’s
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assume that it can be made to work. ‘Superman’ and ‘Clark Kent’, then,
refer to distinct collections of temporal parts. The names ‘Superman’
and ‘Clark Kent’, then, do not co-refer. (1) and (1*) may differ in truth
value because different temporal parts are referred to—and different
temporal parts of the same individual are not guaranteed to do the same
thing. One may go into a phone booth, and another may emerge. And
with different collections of temporal parts being picked out by the two
names, there is nothing puzzling about the apparent truth of (1).2

As we already noted, an account like this will have the consequence
that (2) is false. But temporal parts theorists do have ways of making such
identity sentences come out true. In particular they may understand the
‘is’ in (2) as expressing ‘is a part of the same thing as’. On this reading
(2) should really be understood along the lines of (2TP)

(2TP) Superman is a part of the same thing as Clark Kent.

(2TP) is, of course, true. If (2) is to be understood as (2TP), then,
temporal parts theorists can uphold the truth of (2).
But identity sentences will not be the only problematic ones. Suppose
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of it. Kevin utter
3) Astounding—Superman spends a lot of time acting shy and nerdy!

(3) seems true. But it cannot be, on the simple temporal part account:
those time slices named by ‘Superman’ never act shy and nerdy.3

It may also be difficult to work out exactly which temporal parts are
picked out by which name. Some cases will be clear enough— the hero,
flying to the scene of the crime; or the reporter, quietly taking notes.
But others will be less clear—is it Superman or Clark Kent taking a
shower by himself?

2 There is nothing puzzling, that is, assuming that we can make sense of the idea that
collections of temporal parts leap buildings.

3 Perhaps the temporal parts theorist could reconstrue (3) as something like (3TP):
Astounding— Superman is a part of a thing that spends a lot of time acting shy and nerdy! But
how would this view go? Would all claims involving double-life cases be reconstrued in
such away? If so, (1) would need to be reconstrued as something like (1TP): Superman is a
part of a thing that leaps more tall buildings than the thing of which Clark Kent is a part. But
(1TP) is false, so the revised version of the temporal parts view would fail to accord with
the very intuitions that motivate the view in the first place. Perhaps a way could be found
to apply this sort of reconstrual in only some cases, blocking substitution only where in-
tuition demands. If this is done, however, the view begins to incorporate quite substantial
context-dependence. Views with this sort of context-dependence will be dealt with shortly.
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A further problem comes with an example first discussed by Joseph
Moore (1999). Suppose, he suggests, that Clark/Superman is sitting at
his desk dressed as Clark and talking on the phone to Lois as Superman.
Lois looks out her window and sees Clark during the conversation. We
might report this truthfully by uttering (4):

(4) While talking on the phone to Superman, Lois looked through the window
at Clark Kent.

Nonetheless, an utterance of (4*) would seem false:

(4*) While talking on the phone to Superman, Lois looked through the window
at Superman.

A temporal part view cannot make sense of this apparent difference—at
any one time, only one temporal part will be present. She cannot be
talking on the phone to one temporal part and at the same time looking
at a different one. If (4) is true, then, (4*) must be as well. An account
that simply takes ‘Clark Kent' and ‘Superman’ to refer to different
temporal parts, then, is inadequate.

fabeklmdl biQgE. com

David Pitt (2001) offers an account that makes use of temporal parts,
but in a more complicated way than the simple view sketched above.
Pitc claims that what is at work in the problematic simple sentence
cases is actually the complex phenomenon of individuals with alter egos.
Alter egos, for Pitt, are collections of temporal parts of individuals.
According to him, the names ‘Superman’ and ‘Clark Kent’ are not co-
referential names, and neither are certain other pairs of names standardly
considered co-referential, such as ‘Bruce Wayne’ and ‘Batman’. Take
‘Bruce Wayne’ and ‘Batman’ first. Bruce Wayne should be understood
as a man who decided to make himself a costume and fight crime under
a new persona. He is, then, an individual with an alter ego, Batman.
Since the individual Bruce Wayne has an alter ego, he can be understood
as a primum ego (individuals without alters are not primum egos.) The
primum ego is still present even when the alter ego is. According to Pitt,
anything Batman does Bruce Wayne does, because he is Bruce Wayne
occupying the Batman persona. But Batman does not do everything
Bruce Wayne does, because sometimes Bruce Wayne isn’t using that
persona. The case of Superman is different. ‘Superman’ and ‘Clark Kent’
are names for two alter-egos that the alien Kal-El adopted on Earth.
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Kal-El does everything either Superman or Clark does, and some things
that neither of them do.

Such a view, like the simple temporal part view discussed above, can
easily claim a difference in truth value between (1) and (1%).

(1) Superman leaps more tall buildings than Clark Kent.
(1*) Superman leaps more tall buildings than Superman.

If the names ‘Superman’ and ‘Clark Kent’ refer to different alter-egos,
there is no difficulty assigning different truth values to these sentences.
Unfortunately, this account also shares the key weaknesses of the simple
temporal part view. First, the example from Moore, above, shows
that temporal parts are not fine-grained enough to caprure all of our
intuitions. Pitt needs to be able to answer the question of which persona
Kal-El is occupying when he is making eye contact with Lois as Clark
while speaking to her on the phone as Superman; and he needs his
answer to provide intuitively correct truth conditions for (4) and (4*).

(4) While talking on the phone to Superman, Lois looked through the window

at Clark Kent.
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Pitt cannot provide such intuitively correct truth conditions, since it is
the same temporal part that is talking to Lois and being looked at by
her.

Next, Pitt’s account gives the very counter-intuitive result that (2) and

(3) below are false.

(2) Superman is Clark Kent.
(3) Astounding— Superman spends a lot of time acting shy and nerdy!

Similarly for sentence (5), as alter-egos are not the same as the individuals
(primum egos) who have alter egos.

(5) Superman is Kal-El.

Pitt realises that some will find it counterintuitive to claim that identity
sentences like (2) and (5) are false. But he urges that the reason many
people wrongly (according to him) take a claim like (2) to be true is that
they understand it as ‘meaning the same as’ (2P) below (Pitt 2001: 544).

(2) Superman is Clark Kent.
(2P) The person whose alter ego is Superman is the person whose alter ego is
Clark Kent.
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Pitt’s explanation seems to me unlikely. One clear reason to worry
about it is the fact that most of us—myself included, until I read
Pitc’s paper—have forgotten (if we ever knew) that there is a third
name involved with Superman/Clark Kent’s double life— ‘Kal-El'. We
have forgotten, that is, that there is some individual who (in Pitt’s
terminology) adopted two alter egos, those of Superman and Clark
Kent. We will not, then, think that there is some individual who has
both of these alter egos. (It is more likely, though still not uncontentious,
that we would take Clark Kent to have the alter ego Superman.) So it
just doesn’t make sense to suppose that we understand (2) as meaning
what (2P) does: most of us just aren’t in a position to do this. Pitt’s
explanation seems even more problematic when we consider that he is
committed to different sorts of explanations for the intuitive truth of
different identity sentences. Take, for example, (6).

(6) Bruce Wayne is Batman.

Because Bruce Wayne is not an alter ego, but an individual who adopred
an alter ego, when we falsely take (6) to be true it is because we
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6 S Bruce Wayne is the person whose alter ego is Batman.

If ¢his is right, then we understand (2) and (6) in such a way as to
actribute very different structures to them. (2) and (6) appear superficially
to have the same simple structure—that of identity sentences. But,
according to Pitt, we tend to understand (2) as making reference to
three entities—two alter egos and a person. And we tend to understand
(6) as making reference only to one person and his alter ego. But it really
doesn’t seem like we do this—the sentences seem to us to have the
same structure. Pitt’s explanation cannot succeed unless he can plausibly
maintain that we understand (2) as (2P) and (6) as (6P). But this seems
counterintuitive.

The differences in Pitt’s treatments of the Bruce Wayne/Batman and
Superman/Clark Kent stories lead to another problem as well. Suppose
that, in Clark Kent-mode, Kal-El got in one fight, and that he has been
in many fights in Superman-mode. (7) would then be false.

(7) Clark Kent has been in more fights than Superman.

And this result seems right—it certainly seems that Superman is more
of a fighter than Clark. Suppose that, while not in Bat-mode, Bruce
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Wayne got in one fight, and that he has been in many fights in Bat-
mode. For Pitt, this must be treated very differently, because ‘Bruce
Wayne’—unlike ‘Clark Kent’—is the name of a primum ego. As a
result, everything Batman does is something that Bruce Wayne does
(but not vice versa). (8), then, is true.

(8) Bruce Wayne has been in more fights than Batman.

It seems to me counterintuitive to claim that (8) is true. But, perhaps
more importantly, it seems counterintuitive to treat (7) and (8) so differ-
ently from one another. Intuitively, the cases are alike. But the machinery
of primum and alter egos requires that they be treated differently.

Finally, Pitt’s account relies entirely on the notion of individuals
inhabiting personac—something like roles—that they have created.
An account like this is ill-equipped to deal with substitution failures
involving names that are clearly not names for agents or their alter egos.
St Petersburg has not created an alter ego, Leningrad; nor has Leningrad
created St Petersburg as alter ego. For Pitt, then, (9) and (9*) must take
the same truth value.
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But it is very difficult to see, intuitively, why (9) and (9*) must both be
false, while (10) may be true—as it may be, for Pitt.

(10) He hit Clark Kent once, but he never hit Superman.

Pitc’s account, then, violates quite a lot of our intuitions about simple
sentences. Since it is motivated by a desire to uphold our intuitions, this
is very problematic.

2.2 ACCOUNTS WITH CONTEXTUAL VARIATION

It is possible to avoid some of the counterintuitive results noted above by
offering an account of simple sentences on which their truth conditions
may vary with context (beyond the usual variation in reference of
indexicals and so on). Such contextual variation makes room for the

4 T raised these objections in Saul (2001) reply to Pitt at the Pacific Division
APA. Stefano Predelli (2004) raises some other excellent objections, as well as some of
the same ones that I raise here.
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idea that in one context, ‘Superman sometimes acts shy and nerdy’
may be true while in another context it may be false—without any
difference in the facts about Superman’s behaviour. Contextual variation
also makes room for the possibility that the identity sentence ‘Superman
is Clark Kent’ might be true even though substitution of the names
‘Superman’ and ‘Clark’ can fail. If the goal is that of finding an account
that vindicates all of our intuitions about simple sentences, a context-
dependent account looks like the best hope. (The accounts discussed
below happen not to make use of temporal parts. There is no reason that
there couldn’t be a context-dependent temporal part view, but there also
seems no reason to suppose that it would escape the problems outlined
below.)

The views I discuss below—from Joseph Moore, Graeme Forbes, and
Stefano Predelli—all have the result that in some contexts substitution
will succeed in simple sentences while in other contexts it will not.
Moore’s and Forbes’s views are importantly similar, while Predelli’s is
quite different, so I will save it for last.

As we have seen, names like ‘Superman’ and ‘Clark Kent’ do some-

AT S e o e

in a typical utterance of (3):

=

(3) Astounding— Superman spends a lot of time acting shy and nerdy!

On the other hand, simple sentences in which substitution seems to fail
to motivate the thought that something else is going on semantically
in other cases.> What makes the difference? We will discuss this in far
more detail later, and it will in fact prove to be very problematic. But
it is worth having in mind a broad outline of the answer that Moore
and Forbes will give. According to them, what makes the difference is
the conversational participants. Conversational participants who know
that ‘Superman’ and ‘Clark Kent’ co-refer will sometimes want to say
something that isn’t just about the individuals—as when such a person
utters (1).

(1) Superman leaps more tall buildings than Clark Kent.

When people like this utter (1), substitution may fail. But, according
to both Forbes and Moore, this will never happen if conversational

5 As we will see, Predelli insists that names never do anything but pick out their
referents—yet nonetheless his account assigns contextually varying truth conditions to
simple sentences in such a way as to allow substitution to be blocked in many cases.
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participants are not aware of the double life—it simply wouldn’t occur
to them to talk about anything other than individuals. In such cases, the
names never do anything but refer to individuals (in simple sentences).
Substitution, then, must succeed. Moore and Forbes call those who
know about the double life ‘the enlightened’ and those who don’t ‘the
unenlightened’. Substitution, for them, may only fail when enlightened
conversational participants are deliberately discussing something other
than just individuals. The rest of the time, substitution must succeed.

2.2.1 Forbes’s and Moore’s views

Graeme Forbes’s (1997, 1999) and Joseph Moore’s (1999) are similar,
we've seen, in allowing for contextual variation regarding what propo-
sition is expressed by an utterance of a simple sentence. They are also
similar in taking this variation to depend on what the conversational
participants are trying to talk about—individuals or something else. But
their views differ when it comes to just what this something else is (as
well as in many smaller ways)
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to what he calls ‘aspects’ of those individuals. Utterances of sentences
(11) and (11*) may differ in ctruth value, because, in typical utterances,

the names ‘Superman’ and ‘Clark’ will refer not to the single individual

Superman/Clark but rather to the different aspects named by ‘Superman’
and ‘Clark’.

(11) Clark Kent went into the phone booth, and Superman came out.
(11*) Superman went into the phone booth, and Clark Kent came out.

That is, (11) and (11*) will most likely express propositions that can be
roughly captured by (11M) and (11*M):

(11M) Superman/Clark’s Clark Kent-aspect went into the phone booth, and
Superman/Clark’s Superman-aspect came out.

(11*M) Superman/Clark’s Superman-aspect went into the phone booth, and
Superman/Clark’s Clark Kent-aspect came out.¢

6 Although the formulations in (11M) and (11*M)— Superman/Clark’s Superman-
aspect, Superman/Clark’s Clark-aspect—are the ones that Moore uses, they may be slightly
misleading. They seem to suggest that Superman/Clark, the individual, plays a role in
the propositions Moore takes (11) and (11*) to express when the express aspect-sensitive
propositions. This is wrong—for Moore, it is only the aspect, not the individual, that
makes it into such propositions.



Simple Sentences and Semantics 37

Utterances of the identity sentence (2), on the other hand, will typically
be true:

(2) Superman is Clark Kent.

In utterances of (2), the names ‘Superman’ and ‘Clark’ will generally
refer to the individual and not to aspects of him. For Moore, then, one
key move consists in the fact that the names ‘Superman’ and ‘Clark’ are
only sometimes co-referential.

Graeme Forbes achieves similar results via a somewhat different
mechanism.” For him, propositions expressed by simple sentences
always include reference to individuals, and the names ‘Superman’
and ‘Clark’ co-refer. Yet Forbes manages to block substitution in
some utterances of simple sentences by claiming that sometimes the
sentences will express propositions that are partly about what he calls
‘modes of personification’.® Utterances of (11) and (11%), for example,
will typically express propositions roughly captured by (11F) and
(11*F) below.

(11F) Clark Kent, so-personified, went mto the phone booth, and Superman,
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so-personified, came out.

The ‘so’ in ‘so-personified’ is an indexical that refers to the name preced-
ing it. Thus ‘Clark Kent, so-personified’ can be understood as, roughly,
Clark Kent/Superman, under his ‘Clark Kent-labelled mode of personifica-
tion. The labels ‘Clark Kent” and ‘Superman’ attach to different modes
of personification. Importantly, modes of personification are not indi-
viduated temporally— Superman may be personified in more than one
way at the same time. To get this result, Forbes employs a semantics of
adverbial modification: ‘If Clark was personified in two ways at £, then
there were two events e/ and ¢2 such that in e/, Clark was personified
in one of the ways while perhaps satisfying a condition C, and in e2
Clark was personified in a different way while perhaps satisfying the

7 Forbes’s account of simple sentences is an accompaniment to his account of
propositional attitude reporting (Forbes 1990, 1993) and his account of intensional
transitives (2002). The accounts of attitude reporting and intensional transitives use the
more familiar modes of presentation, rather than modes of personification.

8 It may be worth noting that some modes of personification do not concern persons.
Forbes is clear that he takes non-persons like Leningrad/St Petersburg to have modes of
personification.
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contradictory condition not-C” (Forbes 1999: 90). Forbes, then, avoids
the problems that come with temporal parts.?

Because of the different modes of personification involved, (11F)
and (11*F) may easily differ in truth value. Sometimes, however, the
propositions expressed by simple sentences do not include modes of
personification. This is what allows Forbes to accommodate the truth
of some utterances of (3), and of the identity sentence (2).

(2) Superman is Clark Kent.
(3) Astounding— Superman spends a lot of time acting shy and nerdy!

2.2.2 Aspects and modes of personification (the Aspect
Problem)

2.2.2.1 What are they?

Moore’s and Forbes’s accounts depend on the viability of the enti-
ties—aspects and modes of personification—to which they commit
themselves. At first, Forbes attempted to explain modes of personifica-
tlon in terms of m mlhar notions, like ways of dressing (Forbes
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of personiﬁcatlon is quite a comm\oﬁsgnse one that needs very little
explanation. Forbes means to show that we already understand and
are committed to modes of personification, even if we do not have a
workable detailed analysis of them:

A certain extraterrestrial leads a double life. In one life, he must conceal the fact
that he comes from another planet, that he has extraordinary powers, and so
on. In the other life, he must at least conceal the existence of his first life. And
at the changeover points, he must be careful not to be observed. This much is
obvious, and shows that we have the conception of a single individual who puts
on one performance for some stretches of his life and a different performance

for others. (Forbes 1999: 89)

This, according to Forbes, is all that we need to be committed to in
order to be committed to modes of personification. But I am not sure that
it suffices. First, a quibble: not all double life cases involve concealment.
Sam Clemens did nothing to conceal his life as Mark Twain. This
is, however, inessential to Forbes’s description. What seems far more
central is his notion of performance. And this proves very problematic

9 Thomas Ede Zimmerman (2005: 67-8), however, has raised some interesting
problems for Forbes’s use of events.
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for some simple sentence cases: Forbes needs the names ‘Leningrad’
and ‘St Petersburg’ to serve as labels for modes of personification, and
performances by the city don’t seem to play any role in the difference
between these purported modes of personification.

Moore’s aspects are somewhat different. Where Forbes’s modes of
personification are ways that individuals may be presented, Moore’s
aspects are actually entities that can walk, talk, and leap tall buildings.
But Moore also insists that aspects are commonsensical, in the sense
that he takes our pre-theoretical ontology to be committed to them. He
writes:

Aspects are, I think, primitive, irreducible, and, as I shall suggest shortly, some-
what indeterminate!© entities. Our pre-reflective conceptual scheme demands
them, but the scheme alone doesn’t decisively answer certain philosophical
questions about them. We can usefully model an aspect as a collection of prop-
erties of a certain type (or, alternatively, as a complex property that conjoins
these properties) . . . the aspect associated with a name in a context instantiates
the properties associated with the name by the conversation’s participants.
(Moore 1999: 103)
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in the passage above, in combination with the work Moore needs them
to do. Moore needs aspects to be the sorts of things that can walk
into phone booths, hit people, leap tall buildings, and so on. But, as
he himself notes (1999: 103n), collections of properties can’t do these
things. His response to this is to emphasise his claim that we only model
aspects as collections of properties—obviously, he notes, they’ve got to
be something else. But what? If the best model we can come up with for
aspects is one that clearly fails to capture key features of them, it is natural
to wonder if something is amiss. Those who find aspects completely
commonsensical will perhaps not be worried by this. But for those with
doubts, it is a troubling feature. And surely doubt is reasonable: it is by
no means clear that our commonsense ontology is committed to aspects.
Perhaps we are committed to something that can do the sort of job that
Moore’s aspects or Forbes’s modes of personification can do (though I

10 Moore invokes indeterminacy to deal with cases in which the truth conditions for
simple sentences are, intuitively, indeterminate. His example is one in which Clark enters
a ‘phone booth dressed as Clark and emerges in purple swimming trunks’ (Moore 1999:
104). As Moore notes, we will intuitively assign an indeterminate truth value to (11)
in this situation—unless we have a view about which aspect wears purple swimming
trunks.
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am doubtful even about this idea). But why insist that it is aspects that
we are committed to? It seems very hard for Moore to maintain that it
is—especially since the best model of them he can offer is one at odds
with what he takes them to be. Neither Moore nor Forbes, then, has
offered us a fully satisfying story about the theoretical entities that are
so important to their accounts.!!

2.2.2.2 How are they picked out?

Even if we did feel that aspects or modes of personification were
commonsense entities, there would be further questions to answer
about them. In particular, we need to know which ones make it into
which propositions. Even if we knew what aspects were, we would
still need to know what the Superman-aspect is. Even if we knew
what modes of personification were, we would need to know what
the ‘Clark Kent’ mode of personification is. We need to know these
things in order to know whether Moore’s and Forbes’s accounts really
do succeed in accommodating our truth-conditional intuitions about
Smele sentences. It turns out, as we will see in this section, that these
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to have offered accounts that capture our intuitions.

2.2.2.2.1 Moore

Moore writes of ‘Superman-aspects’ and ‘Clark-aspects’. These are,
for him, the aspects associated with the names ‘Superman’ and ‘Clark’
respectively. Moore clarifies further: ‘the aspect associated with the name
in a context instantiates the properties associated with the name by the
conversation’s participants’ (Moore 1999: 103). This characterisation,
it seems to me, yields very problematic results. To see why, we need to
consider some examples.

11 One might object that T am holding aspects/modes of personification to an unfairly
high standard. We don’t worry about our ability to refer to, for example, Tony Blair
just because we lack a satisfying theory of what individuals are. So, the objection goes,
we should not question our ability to refer to a Superman-aspect just because we lack a
satisfying theory of what an aspect is. But the situations are not at all parallel. With the
exception of a few philosophers, we are all very strongly committed, pretheoretically, to
the existence of things like Tony Blair, and we would all freely admit as much. This is
not at all the case when it comes to such things as Superman-aspects, recently proposed
theoretical entities that most people have never explicitly considered, and which require
quite a bit of explanation.
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Imagine that Alfred and Betty, both fully aware of Clark’s double life,
are discussing his antics. Alfred utters (1).

(1) Superman leaps more tall buildings than Clark Kent.

Alfred means to be discussing aspects, and Betty knows this. Alfred,
then, has said something like (1M).

(IM) The Superman-aspect leaps more tall buildings than the Clark Kent-
aspect.

But which aspect is the Superman-aspect? It will be the one that
instantiates the properties Alfred and Betty associate with ‘Superman’.
Now, however, imagine that whenever Betty has seen Superman, he
has worn his traditional cape. Alfred, however, has only seen Superman
wearing his post-1997 cape-free ensemble,'2 and he has been struck by
the fact that the Man of Steel does not bother with the by-now-cliched
superhero cape. Betty will associate with ‘Superman’ the property wears
a cape and Alfred will associate with ‘Superman’ the property doesn’t
wear a cape. (Neither of them has any reason to think there have
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properties are incompatible, so no aspect whatsoever is picked out. The
result of this, it would seem, is that Alfred—attempting but failing to
express an aspect-sensitive proposition—has made an utterance with no
truth value. Intuitively, however, Alfred and Betty’s slight disagreement
should make no difference to truth value. Those who think Alfred’s
utterance is true will not be inclined to change their minds on learning
that Betty has failed to keep up with Superman’s changing fashion
statements.

One way to deal with such disagreements is to allow for the possibility
that Alfred and Betty may pick out different aspects by their utterances
of ‘Superman’. Alfred picks out an aspect that doesn’t wear a cape, while
Betty picks out an aspect that does. It is easy to see how both sorts
of aspects could exist if aspects were collections of time-slices— Alfred
and Betty would simply pick out different, non-overlapping temporal
parts. Moore does not take aspects to be collections of temporal parts,
however; and, as I have noted, it is somewhat unclear just what he takes
them to be. Nonetheless, it does not seem impossible for him to claim

12 For more on the big costume change, see Moos (1997).
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that both of these aspects exist, and that Alfred picks out one and Betty
the other.

This solution, however, brings with it its own problems. First, it has
the result that Alfred and Betty express different propositions when they
utter (1), even though they are both focusing on aspects. Whenever they
converse about Superman in hero-mode, moreover, they will talk past
each other—Alfred will speak of one aspect, and Betty will understand
him as referring to a different one. This problem becomes especially
acute when we consider what happens if Betty reports what Alfred said
when he uttered (1). Suppose that Betty utters (1R):

(1R) Alfred said that Superman leaps more tall buildings than Clark Kent.

Betty’s report seems to us a perfectly accurate one. But for Moore, Betty’s
utterance (I1R) must be false. When Alfred uttered (1), ‘Superman’
picked out a different aspect from the one that it picks out in Betty’s
utterance. Alfred did not express anything about the aspect that Berzy
associates with ‘Superman’, so her report (1R) cannot be true. This
seems very counterintuitive.
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various ways that one might deal with such an‘indeterminacy. One
would be to accept an indeterminacy in truth value as well. But this
seems unlikely to be acceptable: Alfred’s utterance of (1) just seems
true. However, one could also maintain that (1) is true despite the
indeterminacy—because either of the aspects in question leap more tall
buildings than the one picked out by ‘Clark Kent'.

But while this second version of the indeterminacy response is fine as
far as the truth value of (1) goes, it is not so acceptable when it comes
to indirect speech reports. Imagine that Alfred, once again, utters (1) to
Betty.

(1) Superman leaps more tall buildings than Clark Kent.

Because Alfred and Betty have different aspects in mind, it is indetermi-
nate what ‘Superman’ refers to, and so indeterminate what proposition
is expressed by (1). Now Betty reports Alfred’s utterance with (1R), in

a conversation with Caleb.
(1R) Alfred said that Superman leaps more tall buildings than Clark Kent.

But Caleb, like Betty (and unlike Alfred) associates the property wears
a cape with ‘Superman’. There is no disagreement whatsoever between
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Betty and Caleb over what properties to associate with ‘Superman’.
In Betty and Caleb’s conversation, then, ‘Superman’ determinately
picks out an aspect that wears a cape. In other words, it makes a
very different contribution to the proposition expressed by Betty’s
utterance of (1R) than it did to the proposition expressed by Alfred’s
utterance of (1). Betty’s utterance of (1R) can only be true if Alfred
expressed a determinate proposition which included the cape-wearing
aspect of Superman. But he did no such thing. So, on this view, her
utterance of (1R) must be false. But this seems wrong: Betty’s utterance
was clearly true, and a disagreement over cape-wearing should not
undermine this.

A further problem comes in if we imagine that, by some fluke,
Superman only happened to leap tall buildings when he was wearing
a cape. If this is the case, then the indeterminacy becomes even more
problematic: one choice of Superman-aspect does indeed leap more tall
buildings than the ‘Clark’ aspect—but the other does not. We cannot,
then, insist that the utterance is true whichever aspect is the relevant
one: (1) must lack a truth value. But this result just seems wrong—a
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2.2.2.2.2 Forbes

Forbes tells a slightly different story. For Forbes, the ‘Clark’-labelled
mode of personification will be the one that ‘others’ associate with
‘Clark’: Forbes writes that ‘attired in the “Clark Kent” way’ refers to
‘the style Clark is affecting in situations where others apply “Clark”
to him’ (Forbes 1997: 111). Moore took the ‘Clark’-labelled aspect to
be the one with the properties conversational participants associate with
‘Clark’. Forbes’s view is simpler—the only relevant property for him
will be that of being labeled ‘Clark’, by ‘others’.

It is not entirely clear whom it is that Forbes takes the relevant
‘others’ to be—unlike Moore, he does not say that they must be the
conversational participants. First, suppose that Forbes is requiring that
all others associate this mode of personification with ‘Clark’. Clearly,
this is too strong: some people are unenlightened and do not associate
any modes of personification with ‘Clark’. (Such people think that Clark
is simply an individual like any other, and that there’s no need to ever
consider modes of personification.) This would presumably have the
result that no mode of personification is associated with ‘Clark’— there
would be no mode of personification that meets the condition of being



44 Simple Sentences

associated with ‘Clark’ by everyone. The result of this on Forbes’s
semantics would be a little unclear: one option is to say that ‘Clark’ only
ever picks out an individual —try as they might, people only ever express
propositions about individuals when they use the name ‘Clark’. (The
same will of course be true of ‘Superman’.) On this option, (1) must be
false, clearly an undesirable result for Forbes.

(1) Superman leaps more tall buildings than Clark Kent.

The other option would be to maintain that when we try to ex-
press mode-of-presentation-containing propositions by using the name
‘Clark’, we simply express propositions with gaps in them where modes
of personification should be. This would presumably mean that (1) has
no truth value, still not a good result for Forbes.

Forbes is more likely to mean that the ‘Clark’-labelled mode of
personification will be the one that all enlightened people associate with
‘Clark’. This is, however, still too strong. To see this, consider an
utterance of (1) in a new conversation, between Candy and Desmond.

(1) Superman leaps more tall buildings than Clark Kent.
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same properties with ‘Superman’ and ‘Clark’. But recall that Alfred
and Betty (participants in a completely separate conversation) are also
among the enlightened. Yet Betty thinks that Superman wore a cape for
his heroic exploits while Alfred thinks that he didn’t. In order to avoid
the problem that Moore faced, Forbes needs to claim that, somehow,
both of them associate the same mode of personification with ‘Super-
man’—otherwise there won’t be just one mode of presentation that the
enlightened associate with ‘Superman’. But it’s just not clear how he
can maintain this: after all, Alfred thinks that Superman defied super-
peer-pressure by refusing to wear a cape. If presented with a photo of
Superman in a cape, Alfred would say ‘No, that’s not Superman—he’d
never wear that’. The most natural description of the situation is that
Betty associates ‘Superman’ with a mode of personification that includes
wearing a cape, while Alfred associates ‘Superman’ with a mode of
personification that does not include this. This would mean that no
single mode of personification is picked out by ‘Superman’. The result
of this for Forbes’s account, following the reasoning in the previous
paragraph, is that utterances of (1) are either false or lacking in truth
value—even though Alfred and Betty are no part of the conversation.
And, as we have seen, this is not a desirable result. Any difference of
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opinion among the enlightened regarding what counts as a ‘Superman’
mode of personification would lead to this outcome. Among a// the
people aware of a particular double life there are likely to be at least some
disagreements of the relevant sort. So the problem Forbes faces on this
understanding of his account would be both serious and widespread.
Taking the relevant ‘others’ to be just the conversational participants
reduces but does not eliminate the problem. The problem is reduced,
because now Alfred and Betty’s disagreement does not affect what is said
in conversations of which they are not a part. But it is not eliminated,
because the problem of their own conversation remains. If Alfred and
Betty associate different modes of personification with ‘Superman’, then
Forbes needs to explain what propositions their utterances of (1) express
in conversation with one another. One possible consequence of this is
that their utterances must be either false or lacking in truth value, but
we have seen that Forbes should want to avoid this. Another option,
also previously explored (in our discussion of Moore) is to maintain that
Alfred and Betty express different propositions in their utterances of
(1)—the proposition expressed by Alfred’s utterance is about one mode
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and Betty will fail to grasp the propositions expressed by each others’
utterances, and that when Betty tries to report on what Alfred has said
in his utterance of (1), she will be doomed to failure.

Forbes could, however, attempt to describe the situation differently:
he might maintain that although Alfred and Betty associate different
properties with ‘Superman’, and would make different judgments about
when Superman is personified in the ‘Superman’ way, they in fact
associate the name ‘Superman’ with just a single mode of personification.
As a result, they express the same proposition in their utterances of
(12), and they understand each other’s utterances perfectly. This line
could perhaps be motivated by an analogy with names—although two
speakers may associate different properties with, for example, the name
‘Aristotle’, most theorists today have managed to offer views on which
these speakers’ utterances of ‘Aristotle’ refer to the same individual.
Forbes could suggest that reference to modes of personification works
much like reference to individuals, like Aristotle. But this suggestion
alone is not enough. Forbes would need to offer us a theory of
how reference to modes of personification works. And here is where the
analogy breaks down: current theories of how ‘Aristotle’ refers (including
Forbes’s own) tend to invoke—in one way or another—causal theories

—
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of reference. The guiding idea behind this approach is that (however the
details are filled in) there are causal chains connecting current utterances
of ‘Aristotle’ to previous utterances, and eventually to Aristotle himself.
Although lots of wrinkles need to be ironed out, this basic approach
seems a promising one.

Causal theories do not seem so promising when it comes to modes of
personification. In part, this is because individuals are common-sense
entities, and common-sense is clearly committed to the idea that we
causally interact with these entities. Not so for modes of personification.
But if we did want to try such a causal theory, it would presumably go
something like this: in, for example, Ezra’s utterance of (1), ‘Superman’
contributes not simply Superman himself to the proposition, but
Superman personified in the ‘Superman’ way.

(1) Superman leaps more tall buildings than Clark Kent.

The way referred to will be the one that the person who taught Ezra
about the ‘Superman’ mode referred to when she said ‘Superman’. And
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a single mode of personification at the start of this chain, that can be
referred to again and again by people. These people will need to be
referring to this same mode of personification (whatever that is), despite
thinking of Superman in very different ways: perhaps one member of
the chain has never seen a picture of Superman, or heard his costume
described, while another doesn’t know his name but has seen him flying
through the sky. Moreover, the Superman mode of presentation will
only sometimes be a part of the proposition expressed when a sentence
containing ‘Superman’ is uttered. Maybe some story can be told, but
it is not at all obvious how it would go. To convince us of it, Forbes
would need to say much more about what modes of personification are
(as well as fleshing out the details of the causal chains involved). There
is no good reason for us to suppose at this point that such a causal
theory would be possible. At least as things now stand, then, it cannot
save Forbes from the worries raised in this section.

The problems discussed in this section concern the nature of the
theoretical entities that are so crucial to Forbes’s and Moore’s ac-
counts—modes of personification and aspects. These worries concern,
broadly speaking, what these entities are, how we manage to talk
and think about them, and how they help us to accommodate truth-
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conditional intuitions. I will call this collection of worries, broadly put,
‘the Aspect Problem’.

2.2.3 Determinants of contextual variation
and the Enlightenment Problem

The problems outlined above are serious ones. But suppose, for the
moment, that we could resolve them. We also need to know what
determines whether an aspect/mode of personification will be involved
atall in the proposition expressed by some utterance. Forbes and Moore
insist that whether or not an aspect/mode of presentation is present
depends on the states of mind of the conversational participants. There
are two features of the conversational participants’ minds that matter:
whether or not they are enlightened, and whether or not they are
thinking about aspects/modes of personification. But it is less clear
which conversational participants matter, and in what way. We will
consider various options, and see that all suffer from serious difficulties.
In the end, this will lead us to a very difficult and recurring problem for
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personification is no longer relevant to the discussion in this chapter. Tt
is quite cumbersome to write ‘proposition involving aspects/modes of
personification’. In what follows, then, I will sometimes use the term
‘aspect-sensitive proposition’ as a general term for propositions involving
aspects or modes of personification. In addition, I will from now on
speak of ‘aspects’ as a stand-in for ‘aspects or modes of personification’.
However, when I am specifically discussing Forbes’s writing I will use
‘modes of personification’, as this will allow me to quote directly from
him. Nothing more than terminological convenience hangs upon these
choices.

2.2.3.1 Speaker intentions

A first thought is that it is the speaker who determines whether or
not an aspect-sensitive proposition is expressed. In order to express an
aspect-sensitive proposition, this line of thought goes, a speaker needs
to be intending to talk about aspects, and she cannot do this unless she
is enlightened.

This solution seems at first to provide the needed contextual variation.
A speaker who has just learned of Superman/Clark’s double life and
utters (3) will not intend a proposition involving aspects.
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(3) Astounding— Superman spends a lot of time acting shy and nerdy!

Since no aspects would be involved in this utterance of (3), the speaker
would say something true. Another speaker—also aware of Super-
man/Clark’s double life—using (11) to describe what she witnessed on
a Metropolis street.

(11) Clark Kent went into the phone booth and Superman came out.

This speaker might well intend a proposition involving aspects. If
she does, then the truth of (11) will not guarantee the truth of an
aspect-sensitive utterance of (11%).

(11*) Superman went into the phone booth and Clark Kent came out.

(If this speaker did nor intend aspects to be involved in what she was
saying, they would not be. The truth of an utterance of (11) would then
entail the truth of an utterance of (11*).) So far, then, the account looks
successful.

But it faces serious problems. In particular, we don’t really think
speakers have this much control over what they say. There are problems

ch raki kerrintentohs||to Rﬂé@he ( ﬁ%@te%% ~of
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1991), but these problems become far more severe if we take them to
have this sort of control with simple sentences. To see this, recall Forbes’s

discussion of the commonsensicality of modes of personification:

A certain extraterrestrial leads a double life. In one life, he must conceal the fact
that he comes from another planet, that he has extraordinary powers, and so
on. In the other life, he must at least conceal the existence of his first life. And
at the changeover points, he must be careful not to be observed. This much is
obvious, and shows that we have the conception of a single individual who puts
on one performance for some stretches of his life and a different performance

for others. (Forbes 1999: 89)

If this is all that is required for someone to count as having two modes
of personification, then this may happen far more frequently than one
might have thought.!3 Consider the following description of a possible
double-life, based upon the Lewinsky scandal during the Clinton years.

A certain White House intern leads a double life. In one life, she must conceal
the fact that she visits the President in his private office at night, that she has
‘improper’ relations with him, and so on. In the other, she must at least conceal

13 The following example is taken from Saul (1999).
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the existence of her first life. And at the changeover points (say, entering the
Oval Office on a weekend) she must be careful not to be observed.

If we can make sense of Superman’s two modes of personification,
surely we can make sense of Monica Lewinsky’s: garden variety intern,
carrying out standard tasks, and her more secret mode of personification,
engaging in some non-standard ones. Clinton might even have used
different names for her, depending on which role she was playing at a
given time: ‘Miss Lewinsky’ for the garden variety intern, and ‘Monica’
for the woman with whom he was on more intimate terms. A story like
that we’ve been considering would allow Clinton to exploit this fact in
order to dodge allegations of lying. Consider Clinton’s January 1998
press conference utterance:

(12) I did not have sexual relations with that woman, Miss Lewinsky.

It later emerged that Clinton and Lewinsky did have an improper
relationship. Assume for the sake of this argument that the relationship
was such as to constitute sexual relations both by commonly accepted
definitions of ‘sexual relations’ and as Clinton understood the term.!4
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rather than simply the individual. If this claim s true, then, according
to Forbes, Clinton’s utterance is true even if he and the individual
Monica Lewinsky had a sexual relationship. So, even under these
circumstances, he did not lie (although he deliberately misled). But
this seems wrongheaded. Clinton’s intentions do not have the power
to shape the actual content of his utterance in this way. This way of
avoiding the charge of lying is simply not available. An account that
says it is must be wrong.

It could be argued that, in the above case, Clinton simply could not
form the relevant intention. Speaker intentions, one might hold, are
constrained by expectations about how the audience will interpret the
utterance. A speaker cannot express the proposition that p if they don’t
expect that the audience will take them to be expressing the proposition
that p. A closely related view holds that a speaker cannot intend to
express the proposition that p if they couldn’t reasonably expect the
audience to take them to be expressing the proposition that p. On
cither view, Clinton cannot intend to say something about the ‘Miss

14 T am not making any claims whatsoever regarding the actual nature of their
relationship.
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Lewinsky’ mode of personification, because he knows that the audience
will not take him in this way.

The problem with this response is that it still leaves the speaker far
too much flexibility. To see this, modify the case a little. Imagine now
that Clinton is too preoccupied with the serious business of running the
country to spare much time for keeping up with public opinion about
himself. Rather than reading newspapers or watching news reports, he
has his advisors fill him in on what he needs to know. These advisors do
not want Clinton to be upset, because they don’t want him distracted
from his presidential duties. So they tell him that the public really only
cares about whether Clinton and Lewinsky engaged in sex acts at those
times when she was playing the role of ordinary intern. (The public,
they claim, think it’s vital for interns to be able to remain focused on
their duties and they want to know whether he distracted her while she
was trying to do the filing.) Moreover, the handlers tell him, Lewinsky’s
two personae are widely known and much discussed. They show him
fabricated news reports on her Jekyll and Hyde lifestyle. So, they tell
him, all the public wants to know is whether he had sexual relations with
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this story, and reasonably so. On either of the views dlscussed in the
previous paragraph, then, he could form the intention to say something
about a mode of personification. Nonetheless, our intuitions about the
example are unaltered: we would still think that Clinton’s utterance was
false. This is because speaker expectations about audiences (even if we
limit them to reasonable speaker expectations) are affected by speakers’
beliefs and idiosyncrasies in ways that prevent them from blocking
problematic cases like this one. Speakers still have too much control,
if they alone are determining whether the proposition expressed by an
utterance is aspect-sensitive.

£

2.2.3.2 Speaker and audience

Joseph Moore has made it clear that he would not endorse an account
on which speaker intentions were the sole determinant of whether
an aspect-sensitive proposition is expressed by a particular utterance.
Instead, Moore suggests that this is determined by both speaker and
audience:

A simple sentence can be used to assert an aspect-sensitive proposition only
in what I called an ‘enlightened context’—that is, a conversational scenario
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in which all the participants know that the sensitive names are, in standard
contexts, co-referential. (Moore 2000: 251)

According to him, aspect-sensitive propositions can only be expressed if
both the speaker and the audience are focusing on the relevant aspects.!>
One cannot focus on aspects, however, unless one is enlightened. The
unenlightened, taking there to be two individuals named ‘Superman’
and ‘Clark Kent’ will not take aspects of individuals to be involved in
the propositions expressed by sentences containing these names.

This move rules out the Clinton example. The reason for this is that,
in the example as I've set it up, only Clinton (and possibly his minders)
are thinking of aspects. Most of the audience for Clinton’s utter-
ance—reporters, and readers, listeners, or viewers—have no thoughts
of aspects of Monica/Miss Lewinsky. In this case, the reason is not
that they are unenlightened—they are well aware that one individual is
named by the two names—but rather that they do not know that these
names are ever used as names for distinct aspects of the one individual.
In other cases, speakers may fail to express aspect-sensitive propositions
because they are speaking to an unenlightened audience.

il e bt e and b ving o
aspects (and’th ¢ enlightened)-seems o) Cito bring it
it unintuitive consequences. One sort of unintuitive consequence can
be seen from considering speakers who unwittingly address unenlight-
ened audiences. Consider an enlightened speaker, Edna, striving to be
truthful. She utters (13):

(13) Clark Kent went into the phone booth, and he never came out—Superman
came out instead.

She fails to realise that the person she is addressing, Frieda, is unenlight-
ened. Because her audience doesn’t know about Superman’s double life,
Edna’s utterance is not true. But this just seems wrong. The truth of
Edna’s utterance should not depend in this way upon her audience’s
state of mind. It would seem utterly misguided to tell Edna that what she
said wasn’t true, but that she might be able to make the same utterance
truthfully if she first told Frieda about Superman’s double life.

Things seem even more problematic if we consider large and
non-uniform audiences. Suppose Edna is addressing an auditorium

15 It is not clear to me whether Forbes would endorse this requirement. He certainly
does require the speaker to be enlightened, but it is less clear that he requires the audience
to be enlightened. See Forbes (1999: 88).
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containing 5000 people that she takes to be enlightened, and she
again utters (13). Suppose, moreover, that she is mostly right: 4999 of
the people in the room are enlightened and 1 is unenlightened. The
4999 enlightened people are focusing on aspects. Nonetheless, Edna’s
utterance cannot be true—Moore requires that 4/ the conversational
participants be enlightened. Edna’s utterance would, however, have
been true if that 1 unenlightened person had left the room briefly,
perhaps to make a phone call, just as Edna uttered (13). This just seems
bizarre—the truth or falsechood of our utterances surely cannot hang on
facts like this.

Moore has a response that he could make to this: he maintains that
in mixed contexts more than one proposition may be expressed. If
the speaker is enlightened and focusing on aspects, but the audience
is not, an aspect-sensitive proposition will be expressed with respect
to the speaker’s context and an aspect-insensitive proposition with
respect to the audience’s. These propositions may well differ in truth
value. In some cases, then, the speaker will express a true proposition
relative to their own context and a false one relative to the audience’s.

This is what’ ]ﬁE weltdﬁga tor h ppen. in ﬁ:na ancJ /lir\leda\s
e s aLn ran, ﬂdm e ttue relative 10_her) own

context but false relative to Frleda s. Presumably, ~Moore would take
there to be multiple audience contexts in the auditorium case: Edna
might express a true proposition relative to her own context, the same
true proposition relative to the context of the enlightened audience, and
a false proposition relative to the context of the single unenlightened
audience member.

I don’t find this a very satisfying or natural response, although it is
a possible one. The question, “Was Edna’s utterance true?” does not
seem to be one whose answer should change depending on whether
one member of the audience is called away at a crucial moment. Yet
Moore must insist that the answer does change: if the unenlightened
audience member is absent, we can give a simply answer of ‘yes’; if
not, we must answer ‘yes for Edna and 4999 audience members, no for
the other’. Moreover, suppose we now enlighten the one unenlightened
audience member. It does not seem to me that this person would accept
that Edna’s utterance had been false for her—she would insist that the
utterance had been true. Moore’s response, then, is seriously in conflict
with our intuitions about the truth values of simple sentences. Since his
goal, like Forbes’s, is to accommodate these intuitions, this seems to me
an important problem.

/
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We have seen that one sort of problem—too much speaker con-
trol—arises for accounts that leave aspect-sensitivity entirely up to the
speaker. Another sort of problem— too much audience control—arises
for those that share responsibility for aspect sensitivity between the
speaker and the audience. These problems alone are serious enough,
particularly when considered together. However, what is even more
serious is a problem that arises for either approach (and, we will see, for
many others). This problem, the Enlightenment Problem, is considered
in the next section.

2.2.3.3 The Enlightenment Problem'¢

All of the versions of Moore’s and Forbes’s context-dependent views
on the semantics of simple sentences are committed to the idea that
this contextual variation is determined in part by the enlightenment of
speakers and audiences. Other factors—like their interests and inten-
tions—also play a role; and the versions vary as to whose enlightenment
they take to be relevant. But neither theorist has any doubt that the
enlightenment of conversational participants is relevant. Unless at least
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basic commitment is fundamentally mlsgulded. a view that is com-
mitted to this necessary condition cannot capture our intuitions about
simple sentences. The reason for this is that our intuitions simply aren’t
affected by conversational participants’ degrees of enlightenment in the
required way. This shows that it is wrong to posit a contextual variation
that hinges on conversational participants’ degrees of enlightenment.
Whatever fuels our contextually varying intuitions, it can’t be that.
Consider again sentence (1), which seemed true:

.’3

(1) Superman leaps more tall buildings than Clark Kent does.

This sentence cannot be true, according to Moore and Forbes, unless
it is uttered in an enlightened context. This cannot occur unless the
speaker at least is enlightened, and—for Moore, and possibly Forbes
also—the audience must be enlightened too. But when you read (1),
and thought it was true, you didn’t give any thought to the question
of what sort of context you should be considering it in—you didn’t
wonder whether the audience, or even the speaker, knew of Superman’s

16 This objection was originally developed in Braun and Saul (2002).
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double life. The fact that you didn’t is some reason to suppose that you
don’t intuitively take these to be relevant to (1)’s truth value.

This is not, however, decisive. The reason you failed to consider
whether the speaker was enlightened may well have been that you
could safely—and tacitly—assume the speaker to be so. After all, pretty
much everyone who discusses the Superman story is enlightened with
respect to it. Moreover, you read the sentence in a book on substitution
puzzle cases. It would be quite reasonable to neglect the possibility of
unenlightened speakers.

But what happens when this possibility is introduced? Suppose I
tell you now that you were meant to consider (1) as uttered by Lois,
unenlightened, in a conversation with her unenlightened co-worker
Miles about why Superman is so much more interesting romantically
than that dull Clark. If Moore and Forbes are right, you should now
change your mind. ‘Ah’, you should say to yourself, ‘T was assuming
that the speaker knew all about the double life. If they don’t, their
utterance can’t be true’. But you don’t do this. In fact, most likely you
won’t even waver over your previous view. Learning that the speaker is
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Butfol Forbes
and Moore, it is precisely the sort of thmg that must affect your
intuitions—if your intuitions are to be captured by their views.

Interestingly, however, it would be wrong to suppose that 7o infor-
mation about context can alter your initial intuitions about (1). Indeed,
some such information might well have quite a strong effect. Suppose,
for example, that I say you were meant to consider (1) as uttered in a
conversation between two Naive Millians whose commitment to their
view has convinced them to use the names ‘Superman’ and ‘Clark
Kent¢ fully interchangeably. The speaker uttered (1) as an example of
an obviously false claim. Once you have been told this, I suspect you
will take your initial intuition to have been mistaken. You will instead
maintain that this utterance was false. Alternatively, you may yourself
be committed to using the names fully interchangeably—or, at least,
interchangeably in simple sentences. When you remind yourself of this
view, and keep it in the forefront of your mind, you will not allow that
utterance (1) could be true. The contrast between these cases and the
Lois/Miles one, it seems to me, is stark. And it shows us that although
our intuitions are affected by contextual factors, they are not tracking
what Moore and Forbes take them to be tracking.
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2.3 PREDELLI

Stefano Predelli has recently offered an account that differs in important
ways from those suggested by Moore and Forbes. His account allows
for contextual variation in the truth conditions of a simple sentence,
but it does so in a very different way. Predelli is a Millian: a name never
contributes anything but its referent to the proposition expressed by a
sentence containing it. Moreover, the propositions expressed by simple
sentences do not vary with context. Nonetheless, Predelli allows for
contextual variation in what situations in the world would make such
propositions true.
Predelli presents this view by way of an example of his own, (14).

(14) Bruce Wayne wears a mask.

An utterance of (14) will always express a proposition consisting just
of the individual Batman/Bruce Wayne and the property of wearing
a mask However, Predelli maintains, the extension of ‘wears a mask’
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sometimes particular circumstances w111 matter. In one context, Wayne’s
doctors—who know all about his double life—might be discussing
whether his rash is caused by the mask that he wears at night. In this
context, Wayne will count as a mask-wearer, so (14) will be true. In
another context, the topic under discussion (again by conversational
participants fully aware of Wayne’s double life) are concerned with
whether he shows up at the boardroom in a mask. In this latter context,
Wayne will not count as a mask-wearer, so (14) will be false.
Things get trickier when we turn to our familiar sentence (1):

(1) Superman leaps more tall buildings than Clark Kent.

An utterance of this sentence will express a proposition that contains
(a) the pair consisting of Superman/Kent, taken twice and (b) the
relation of leaping more tall buildings than. What will vary with context
is which states of the world will count as ones in which this relation
holds. The relation’s extension will sometimes, but only sometimes,

17 For Predelli, context determines (among other things) what point of evaluation is
relevant for the truth value of a sentence. This point of evaluation will fix the extensions
of predicates.
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include the pair that consists of Superman/Clark twice over. According
to Predelli, the use of the names ‘Superman’ and ‘Clark Kent’ may make
the superhero and reporter personae salient. If they do, it is the building-
leaping proclivities of these personae (rather than the individuals) that
will be compared in order to arrive at a truth value for such an utterance
of (1).

This view, it seems to me, faces several problems. First, Predelli
makes use of personae but does not tell us what they are. Without
further information on this topic, there is no reason to suppose that
the Aspect Problem will not arise for Predelli’s account as it did for
Forbes’s and Moore’s. Next, Predelli maintains that the feature of
context which decides what matters for settling the truth value of a
simple sentence utterance is the interests, intentions, and so on of
conversational participants. He does not tell us very much about how
this works, so there is no reason to suppose that his account will escape
the Enlightenment Problem. Most importantly, however, it seems to
me that Predelli’s account makes a deeply puzzling claim: that the
proposition consisting of Superman/Clark twice over and the relation
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mask varies, and that Bruce Wayne will qualify in some contexts but not
in others. But it does not make sense to suppose that some individual
may ever leap more tall buildings than himself. In explaining this idea,
Predelli makes reference to variation in what counts as ‘evidence’ for
the claim’s truth (2004: 118). Although it seems right that there would
indeed be such variation in what counts as evidence, I do not see how
this can support a claim of variation in truth value for the proposition
at issue. In order to avoid commitment to this claim, however, Predelli
would need to either (a) give up the claim that a sentence like (1) may
be true or (b) maintain that sentence (1), when it is true, expresses a
different proposition. To do the first is to give up the goal of a semantic
account that accords with anti-substitution intuitions about (at least
some) simple sentences. To do the second is to move to an account
much more like those we have already seen from Forbes and Moore.
Without quite a bit more explanation, then, his account does not seem
like an improvement.!8

18 The problem noted seems especially problematic given the way that Predelli
motivates his view. The chief advantage of his view over its rivals is meant to be that it
upholds all of the four plausible theses about semantic theorising. It is not so clear how
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2.4 SUMMING UP

In this chapter, we have examined semantic accounts that aim to
give results in accord with anti-substitution intuitions about simple
sentences. We saw that accounts not incorporating a significant degree
of context-dependence fail to capture key intuitions. But accounts
incorporating context-dependence encounter problems as well. The two
most significant problems, we will see, turn out to arise in various forms
for other accounts as well. These are the problems that I have called the
Aspect Problem and the Enlightenment Problem:

o The Aspect Problem: Any account making use of intuition-matching
propositions that include aspects or modes of personification needs
to be able to explain what these entities are, how it is that we man-
age to communicate about them, and what the intuition-matching
propositions involving them are. The accounts discussed so far do
not meet this challenge.

o The Enlighte Problem: For .a context-dependent account,
i an s v propasion 13 cpred i

in part on the states of enl@/ltenment of convetsational participants.
In particular, no such proposition can be expressed unless the speaker
(and possibly the audience) is enlightened. For an account like this
to succeed in capturing our intuitions, these intuitions would have
to vary with conversational participants’ (or at least speakers’) states
of enlightenment. But they do not.

This chapter has shown the difficulty of trying to arrive at a semantic
theory that yields intuitively correct truth conditions for simple sentence
utterances. | have not decisively shown that no such theory is possible.
But I hope to have provided a significant degree of motivation to embark
on the quest for some alternative approach to simple sentences, one
that explains why our intuitions about these sentences may go wrong.
The rest of this book will be devoted, in one way or another, to the
search for a satisfying explanation of this form. It will assume that our
anti-substitution intuitions about simple sentences are in error, and it
will attempt to explain these errors. That is, it will assume that the

much of an advantage this is if it comes at the price of allowing the truth of a proposition
consisting of a, a, and the property of leaping more tall buildings than. Surely another
highly plausible thesis is that any such proposition must be false.
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names at issue in the current puzzle cases are co-referential, and that
substitution of co-referential names always succeeds in the absence of
what are standardly taken to be opacity-producing constructions. (I
take no position here on whether such substitution must succeed in the
presence of such constructions as well, though I do discuss this issue in
Appendix B.) As these efforts proceed, we will see just how intractable
the problems posed by simple sentences are. We will eventually find a
way to avoid these problems, but it will necessitate a non-traditional
approach to truth-conditional intuitions.

3.COM
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Simple Sentences and Implicatures

Those who want to uphold anti-substitution intuitions about simple
sentences must offer semantic accounts that yield this result. In the
last chapter, we saw many problems for accounts that attempt to do
this, especially the Enlightenment Problem and the Aspect Problem.
When attempts to uphold intuitions fail, a natural alternative is to
claim that the intuitions are in error. As noted in the preface, one who
makes this move must explain why the intuitions are in error; as also
noted, the most traditional way of doing this is to invoke conversational
lmpllcatures (We saw an extended example of this with the discussion of
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intuitions! about simple sentences. I examine Alex Barber’s account, but
I also look at a variety of possible alternative accounts, including ones
based on non-standard understandings of ‘conversational implicature’.
In the end, we will see that the Enlightenment Problem and the
Aspect Problem (in slightly different versions) arise for implicature-
based attempts to accommodate simple sentence intuitions. These
continuing problems serve to motivate the next two chapters’ search
for the assumptions that give rise to these problems and ways of
avoiding them.

3.1 BARBER’S ACCOUNT

Alex Barber (2000) offers an account of simple sentences on which
anti-substitution intuitions turn out to be mistaken. He explains away
these intuitions by invoking conversational implicatures. But he also

! Reminder: I use the phrase ‘truth conditions’ to refer to the truth values of a
sentence in a context, evaluated both at the actual world and at other possible worlds.
Truth-conditional intuitions are intuitions about these truth values.
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wishes to insist that we need an account of belief reporting that
vindicates anti-substitution intuitions. As I have argued, this means
that he needs to tell a story explaining why it is acceptable to explain
away simple sentences intuitions but unacceptable to explain away
belief reporting intuitions. Barber does this, we will see, by arguing
that his implicature-based account of simple sentences is unavailable to
those who do not allow substitution to be blocked in belief reporting
sentences.

3.1.1 The account

According to Alex Barber’s proposal, ‘Superman’ and ‘Clark Kent’ make
different contributions to the propositions expressed by utterances
of sentences containing them. Nonetheless, simple sentences that differ
only in the substitution of co-referential names must have the same truth
value. In non-simple sentences like belief reports, such substitution can
make a difference to truth value.

As we saw in Chapter 1, substitution failures in unenlightened
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are especially problematic for Naive Millians. Such substitution failures
can be explained, he maintains, by the fact that, for those who do not
realise that ‘Superman’ and ‘Clark Kent’ co-refer, sentences like (1) and
(1%), or (2) and (2*), will have different cognitive significance.?

(1) Clark Kent went into the phone booth, and Superman came out.
(1*) Superman went into the phone booth, and Clark Kent came out.
(2) Superman leaps more tall buildings than Clark Kent.

(2*) Superman leaps more tall buildings than Superman.

Barber does not go into detail on this point, but it seems clear that he
takes utterances of (1) and (1*), and (2) and (2*), to express different pro-
positions. One who encounters and understands an utterance of (1) will
grasp one proposition, and one who encounters and understands an
utterance of (1*) will grasp another proposition. Unenlightened people
who encounter (1) and (1*) will not be in a position to realise that these
propositions must have the same truth value. Indeed, they are quite likely
to think that they differ in truth value. Barber writes, ‘we can express

2 This explanation mirrors the traditional Fregean explanation of such intuitions
discussed in Chapter 1.
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this by distinguishing between a difference in the cognitive significance to
a person of a pair of sentences of their language, and a difference in the
truth-conditions of that same pair’ (Barber 2000: 302, his emphasis).

This approach alone cannot make sense of the anti-substitution
intuitions of enlightened speakers. Enlightened speakers know that
‘Superman’ and ‘Clark Kent’ name the same person, so ‘ignorance of
the identity is no longer available to generate a dissociation between
sameness in cognitive significance for the [conversational] participants
and sameness in truth-conditions’ (Barber 2000: 302). Barber suggests,
however, that a pragmatic explanation is readily available, one utilising
Gricean conversational implicatures.

To see how this works, assume that we are trying to explain how
it is that an utterance of (2) by one enlightened speaker to another
might seem true. For Barber, this will be because the false utterance of
(2) carries a true implicature, roughly captured by (2B).

(2) Superman leaps more tall buildings than Clark Kent.
(2B) Superman/Clark, when Supermanising, leaps more tall buildings than
Superman/ Clark, when Clark Kentising.

s Stpermahising nd Clark H(evmsﬁgv ote deval

shortly “For the moment, however, let s work with Barber’s simplest
characterisation: Superman is Supermanising when he is appearing as
Superman (2000: 304). In support of his implicature acount, Barber
notes that his suggested implicature is calculable. As we saw in Chapter 1,
one necessary condition for implicating that P by saying that Q is that
it be possible for the audience to work out the implicature on the basis
of the assumption that the speaker is being cooperative. Barber claims
that the enlightened audience would be able to work out the implicature
(2B) from the utterance of (2), by reasoning roughly as follows:

She (the speaker) just said that Superman leaps more tall buildings than Clark
Kent. But that can’t be true, because Superman just is Clark Kent, and she
knows this. However, I know she’s trying to be cooperative and say true things.
So she must be trying to get something else across—she must be trying to
convey to me that the sorts of conditions obtain which would prompt an
unenlightened person to utter (2). That is, she must be trying to tell me that
Superman leaps more tall buildings when he’s Supermanising than when he’s
Clartk Kentising.3

3 This is my reconstruction not Barber’s. However, the differences are not significant.
See Barber (2000: 303—4).
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Thus an utterance of (2) among the enlightened will generally carry
the implicature (2B). As a result, it will seem appropriate and even be
judged to be true. An utterance of (2*), however, will carry no such
implicature—since ‘Superman’ occurs on both sides of ‘leaps more tall
buildings than’. It will, then, be infelicitous, and it will seem clearly
false. This is why speakers will be resistant to the substitution taking us
from (2) to (2*). Barber describes the situation this way: ‘substitution
failure is possible at the pragmatic level, at the level of what is conveyed
or implicated’ even when substitution succeeds ‘at the semantic level’
(2000: 303).

Barber maintains that his account offers an extremely natural way to
accommodate the anti-substitution intuitions of both the enlightened
and the unenlightened. Moreover, he insists that no account like his
is available to Naive Millians. His reason, in broadest outline, is that
his account depends on maintaining that substitution fails in belief
contexts. More specifically, he argues that a Naive Implicature account
cannot explain the anti-substitution intuitions of the unenlightened.
The reason for this, he claims, is that on such an account there is

no room for_ya WE ce <o iEV si }}\igc%gcg tween_sentences
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and S2 differ in cognitive significance for A iffA does not believe
S1 and S2 to have identical truth conditions” (p. 302). In order for
substitution of co-referential names like ‘Superman’ and ‘Clark Kent’
to make a difference to cognitive significance (in this case, to Lois),
Barber insists (pp. 306—7), it must be that (3) is true while (3%)
is false:

(3) Lois believes that Superman is the semantic value of ‘Superman’.
(3*) Lois believes that Clark is the semantic value of ‘Superman’.4

Salmon and Soames do not allow for the possibility of (3) and (3%)
differing in truth value, while a Fregean account like Barber’s does.
Thus, Barber claims, Salmon and Soames’s account cannot permit a
difference in cognitive significance in simple sentences that differ only
in the substitution of co-referential names. Barber notes that Salmon
and Soames’s account makes use of guises under which we believe
propositions—a person might believe a proposition under one guise
while believing its negation under another. Barber claims, though, that

4 One worry about this that I won’t pursue here is that it seems committed to the
implausible claim that Lois has beliefs about semantic value.
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this cannot help Salmon and Soames with the problem he has posed, as
(3) and (3*) still cannot differ in truth value.

Barber, then, offers a full reply to the challenge simple sentences pose
to opponents of Salmon and Soames’s approach. If he is successful,
then he has explained both why we may wrongly take simple sentences
to differ in truth value, and why it is acceptable to explain away
intuitions about simple sentences while insisting that those regarding
belief reports must be upheld. According to Barber, upholding anti-
substitution intuitions about belief reports is essential to explaining
away anti-substitution intuitions about simple sentences.

3.1.2 Can this approach succeed?

Before tackling Barber’s argument that Naive Millians cannot use
implicatures to explain simple sentence intuitions, we need to examine
how well Barber’s story succeeds at accommodating these intuitions. I
will argue that it does not succeed. This is because it faces versions of
the Aspect Problem and the Enlightenment Problem:
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tell us how these things are picked out, and how we manage to

communicate about them. I argue that his account does not do this.

o The Enlightenment Problem: It will turn out that Barber’s account
can only explain our truth-conditional intuitions if these intuitions
vary (in the right way) with the conversational participants’ states of
enlightenment. Since they do not, his account fails to explain our
intuitions.

/ \\

3.1.2.1 The Aspect Problem

The Aspect Problem, applied to Barber’s account, is that of giving a
satisfying account of attributes like Supermanising and Clark Kentising,
combined with a story of how we manage to communicate about
these things.

Barber writes that the attributes of Supermanising and Clark Ken-
tising are ‘the attributes of appearing such that an actual or imagined
ignoramus would refer to one as “Superman” or “Clark Kent” respec-
tively’ (p. 304). (‘Ignoramus’ is Barber’s term for an unenlightened
person.) But which actual or imagined ignoramus? For Barber, this
will vary with context. So, for example, ‘when lying de-suited in
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bed with Lois after having seduced her with his superhuman charms’
(p. 306) he is Supermanising because Lois—the person actually observ-
ing him—would refer to him as ‘Superman’. But when he is all alone,
in his suit and tie, he is Clark Kentising because a counterfactual normal
observer would call him ‘Clark Kent’. (Note that the counterfactual
normal observer might have no idea whether to call the man in bed with
Lois ‘Superman’ or ‘Clark Kent.) So Superman is Supermanising when
unenlightened ozhers—which others will vary with context—would call
him ‘Superman’.’

This additional bit of contextual variation does not seem to me to
solve the problems that faced aspects and modes of personification. In
fact, the contextual variation Barber invokes may even make matters
more difficult. At the very least, they introduce a new complication. To
see this, let’s consider in more detail one of the examples alluded to
above. In particular, consider an utterance of (4):

(4) Lois woke up in bed next to Superman but she never woke up next to Clark.
Intuitively, (4) might be true, even though (4*) clearly couldn’t be:

e B S e
Barber would claim that (4) and (4*) are bothfalse, and that our

intuition that (4) is true is due to the fact that it implicates (4B), which
is true.

2

(4B) Lois woke up in bed next to Superman, when Supermanising, but she
never woke up next to Clark, when Clarkising.

In order for this explanation to work, (4B) must of course be true. To
evaluate (4B)’s truth, we need to know whether, when Lois woke up
next to him, Superman was Supermanising. Barber would say that he
was, despite the fact that he was not dressed as Superman, and he was
not—let us stipulate—using any of his superpowers. For Barber, this
is because Lois would call him ‘Superman’, even though other observers
would not. But why should Lois be the one that counts?

One answer might be that if there is an actual observer, that observer
is always the one whose opinion settles the matter. But this won’t do, as
we can see from a slight addition to our story: imagine that Myrtle was
spying on Lois through the window as she woke up, and that Myrtle

5 For more on the examples that motivate this sort of contextual variation in
Supermanizing, see Saul (19976); Barber (2000).
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was shocked to find Lois in bed with a man that she (Myrtle) would call
‘Clark’. Now there are two actual observers, who would give different
verdicts. If we took the view that the actual observer(s), if any, are always
the relevant ones, then (4B) could not be true in the situation described.
(It is not clear what truth value it would have. It might lack a truth value;
it might have an indeterminate truth value; but it could not simply be
true.) But the addition of Myrtle peeping through the window does
nothing to alter the intuition that (4) is true—an intuition that Barber
would not be able to explain on the proposed version of his account.

A more promising answer might look to the conversational partici-
pants to settle which observers count in each given context. But how
would this go? For conversational participants to do this, they would
seemingly need to be thinking about possible and actual observers of
the situations described. This seems very implausible— they will rarely
be thinking about any such thing. Perhaps one could argue instead for
a dispositional solution—what matters is which observers they would
choose if pressed to do so. This is certainly more psychologically realistic.
But problems remain. Suppose that (4) is uttered by Dawn to Caleb.
i \Barlﬁ tions tozbe the ones that
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deeply beheves) that the Superman persona was awholly celibate one.
Caleb, then, would be adamant that (4) is false. His certainty in this
matter would surely affect his choice of which observers count. As a
result, Caleb would insist that the observer who counts is Myrtle.

What happens in the case of such a disagreement? Barber does not
consider mixed contexts, so he does not give us guidance on this.
One answer is that the implicature is not a full proposition, because
no content for ‘Supermanising’ can be determined in a context where
conversational participants disagree over which observers are relevant.
The result of this would be a lack of truth value for (4B). But the
intuition that (4) is true is completely unaffected by Caleb’s strange
belief. This intuition still needs explaining, and (4B) cannot be used
to explain it on this proposal. Another answer would be that the
implicature is indeterminate between two propositions— the one Dawn
would choose and the one Caleb would choose. But these propositions
have different truth values. So, once more, (4B) fails to be true—and
the intuition that (4) is true goes unexplained.

It is hard to see how the contextually-shifting relevant observers can
be picked out in a non-question-begging way. (“The ones who get it
right’ clearly won’t do!) Perhaps some satisfying story can be told about
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how this is done, but we don’t yet have it. In the absence of such a story,
Barber sill faces the Aspect Problem: we lack a satisfying story about
what Supermanising and Clarkising are, and how we communicate
about them.

3.1.2.2 Implicature and enlightenment

The Enlightenment Problem arises for Barber because his only mech-
anism for accommodating the anti-substitution intuitions of the en-
lightened is conversational implicature. This mechanism proves to
be inadequate: there are anti-substitution intuitions from enlightened
people that simply cannot be the result of conversational implicatures.

We have already seen that our intuitions about simple sentences do
not seem to vary with the states of enlightenment of the conversational
participants. The key example showing this involved Lois uttering (2) to
her friend Miles.

(2) Superman leaps more tall buildings than Clark.
The intuition that 2) is true, I suggested does not depend upon whether
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One way to see this problem is to look at Grice’s three necessary
conditions for conversational implicature.® Grice claims that a person
conversationally implicates that ¢ by saying that p only if:

(1) he is to be presumed to be following the conversational maxims, or at least
the Cooperative Principle;

(2) the supposition that he is aware that, or thinks that, ¢ is required to make
his saying or making as if to say p (or doing so in #hose terms) consistent with
this presumption; and

(3) the speaker thinks (and would expect the hearer to think that the speaker
thinks) that it is within the competence of the hearer to work out, or grasp
intuitively, that the supposition mentioned in (2) is required. (Grice 1989:

30-1)

Now recall what Barber takes (2) to implicate, as a way of accounting
for the intuitions of the enlightened:

(2B) Superman/Clark when Supermanising, leaps more tall buildings than
Superman/Clark, when Clark Kentising.

6 I discuss my interpretation of these conditions as necessary conditions in Chapter 1,
footnote 9.
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In order to explain our enlightened intuition that (2) is true in Lois and
Miles’s conversation, even if Lois and Miles are unenlightened, Barber
needs to maintain that (2B) is implicated by Lois’s utterance of (2). But
neither condition (2) nor condition (3) of Grice’s necessary conditions
seems to be met. For condition (3) to be met, Lois would have to think
that Miles could work out that he must assume her to believe (2B).
An unenlightened speaker like Lois would have no reason at all to even
entertain this proposition, which involves Supermanising and Clark
Kentising. (As we have seen, only enlightened speakers have reason to
entertain propositions like these.) She would not, then, think that Miles
could work out that he needs to assume her to believe this. For condition
(2) Miles’s continued presumption of Lois’s cooperativeness would need
to depend upon him assuming that Lois believes (2B). But this is by
no means the case. Miles is unenlightened, so Lois’s utterance seems
perfectly cooperative— there is no need whatsoever to search around for
some belief that can be attributed to her so as to preserve the assumption
that she is being cooperative. (2B), then, cannot be implicated by Lois’s
utterance to Miles. Yet nonetheless we have the intuition that (2) is true.
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calculablhty requirement—in order for Lois to ‘implicate that (ZB)
Miles has to be able to work out from Lois’s utterance that she believes
that (2B). But Miles is in no position to do this. Since he thinks
that ‘Superman’ and ‘Clark Kent refer to different individuals, there is
nothing to suggest to him that Lois is thinking of one individual who
both Supermanises and Clark Kentises. Lois’s utterance, then, cannot
implicate (2B). There is, then, no true implicated proposition available
to explain our intuition that (2) is true.

One response to this might be to suggest that implicatures like
(2B) are always carried. Perhaps, for example, for any utterances of a
sentence of the form (5)—where /V is a name, audiences always grasp
a proposition of the form (5B) as a part of their interpretation, and
speakers always think that they will do so.

(5) NisF.
(5B) N, when N-ising, is F.

7 Some readers may worry that this response hinges on adhering very closely to
Grice’s understanding of implicature, and that it is inadequate to address the possibility
of accounts based on other understandings of implicatures. They should rest assured that
these other understandings will be discussed, both in this chapter and the next.
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(And similarly, for other sentence structures involving names.) If this
is the case, then there is no difficulty in explaining how (2B) might
be implicated in an unenlightened context in which cooperation is
assumed (thus meeting Condition (1)). Grice’s second condition will
also be met because the audience takes it that the speaker must believe
(2B)—otherwise his utterance, which all expect to convey (2B), would
be highly uncooperative. Condition (3) is met because the speaker ex-
pects all this to be worked out. So we now have an explanation of the intu-
ition that (2) is true, even when it is uttered in an unenlightened context.

But it just isn’t plausible to suppose that we do always mean things of
the form (5B) when we utter sentences of the form (5) —or that we inter-
pret others as doing so. To see this, first recall that some of us are enlight-
ened. And, despite being enlightened, we sometimes mean to talk just
about the individuals, and not about their aspects. Consider, for example,
an enlightened speaker uttering (6) to another enlightened speaker:

(6) Clark put on his cape and rescued a Nobel prize-winning scientist tied to

the trolley tracks last night.
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by this utterance of (6). This is because we only sometimes mean or un-
derstand claims involving names to convey aspect-sensitive propositions.
Is it plausible to suppose that the umenlightened always mean or
understand claims involving names as conveying something about
aspects—even if the enlightened don’e? I don’t think it is. First note
that we’d need to assume that this happens with every name—not just
with names for those who lead double lives—since the unenlightened
know nothing of the double lives. This seems to me unlikely. More
importantly, however, it’s very strange indeed to suppose that it is
only once we become enlightened that we manage to utter sentences
involving names without meaning something about aspects. If we never
become enlightened, we never gain this ability. Now recall that most
people don’t live double lives. There is no room for us to become
enlightened about most people, since there is nothing to be enlightened
about. This means that when we are discussing that vast majority of
people we are completely unable to do so without meaning something
about aspects—no matter how hard we try. And this seems utterly
implausible. It doesn’t make sense, then, to suppose that implicatures
of the form (5B) are always carried by utterances of sentences like
(5)—ceither by all of us, or by the unenlightened.
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3.2 NAIVE IMPLICATURE ACCOUNTS OF SIMPLE
SENTENCES

Naive Millians, of course, may also invoke implicatures in an attempt
to explain away our intuitions about simple sentences. It is time now to
examine the prospects for such a view—to see if Barber’s objection to
such an approach succeeds, and to see if it faces other difficulties.

Here I will offer an implicature account on behalf of Naive Implicature
theorists like Salmon and Soames. We will see that it is not vulnerable
to Barber’s objection. However, I will then show that this account is just
as vulnerable as Barber’s to the Aspect Problem and the Enlightenment
Problem.

3.2.1 A Naive Implicature account of simple sentences

almon and Soames maintain, as we have seen, that a name’s sole
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proposition expressed or in truth value. Belief reports like (7) and (7*)
below, then, must take the same truth conditions. All that these reports
do, semantically speaking, is attribute belief in the same proposition to
the same speaker.

(7) Lois believes that Superman flies.
(7*) Lois believes that Clark flies.

However, such belief reports may carry differing conversational impli-
catures that can help to explain the intuition that (7) and (7*) may
differ in truth value. These implicatures will make reference to the guises
under which Lois’s beliefs are held—an utterance of (7) will very likely
implicate that her belief is held under a guise something like ‘Superman
can fly’; and an utterance of (7*) will very likely implicate that her
belief is held under a guise something like ‘Clark can fly’. The fact
that (7) typically implicates something true and (7*) typically implicates
something false can, on this view, explain the intuition that (7) is true
and (7*) false.

These guises can also explain the anti-substitution intuitions of the
unenlightened about simple sentences. Sentences like (2) and (2*) will
present the same proposition under different guises.
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(2) Superman leaps more tall buildings than Clark Kent.
(2*) Superman leaps more tall buildings than Superman.

Although these sentences express the same proposition, one who grasps
this proposition does so only via the mediation of guises. A person who
is unaware that ‘Superman’ and ‘Clark’ co-refer may well falsely take
sentences (2) and (2*) to differ in truth value. There will be no reason
for such a person to doubt that this makes sense. The guises already
invoked by the Naive Implicature account, then, do all the work needed
for the intuitions of the unenlightened.

More work, however, is needed to account for the intuitions of
the enlightened. After all, such people know that ‘Superman’ and
‘Clark Kent co-refer. They should, then, realise that (2) doesn’t make
sense— the substitution inference that would get them to (2*) should be
fairly obvious. The mere fact that (2) and (2*) present the proposition
they express under different guises, then, is not a sufficient explanation.
It is natural for the Naive Implicature theorist to use implicatures
to account for the intuitions of the enlightened—just as she did
in the case of belief reports. But these implicatures cannot be ones
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It seems likely that the would-be implicature theorist will have to make
roughly the same move that others have done— they will need to invoke
something like modes of presentation or aspects. For convenience, let’s
assume they do this in just the way Barber does. Such a theorist, then,
will claim that an utterance of (2) typically conversationally implicates
something like what is expressed by (2B).

(2) Superman leaps more tall buildings than Clark Kent.
(2B) Superman/Clark, when Supermanising, leaps more tall buildings than
Superman/Clark, when Clark Kentising.

3.2.2 Answering Barber’s objection

Barber argues that an account like Salmon and Soames’s cannot explain
the anti-substitution intuitions of the unenlightened. The reason for
this, he claims, is that on such an account there is no room for a
difference in cognitive significance between sentences like (1) and (1)
or (2) and (2*). To make room for such a difference, there would have
to be a difference in truth value between (3) and (3*):

(3) Lois believes that Superman is the semantic value of ‘Superman’.
(3*) Lois believes that Clark is the semantic value of ‘Superman’.
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Salmon and Soames do not allow for the possibility of (3) and (3*)
differing in truth value, while Barber’s does. Barber takes a difference in
truth value between (3) and (3*) to be essential to an implicature-based
account of anti-substitution intuitions about (2) and (2*).

(2) Superman leaps more tall buildings than Clark.
(2*) Superman leaps more tall buildings than Superman.

This is because he takes it that there cannot be a difference in cognitive
significance between (2) and (2*) unless there is a difference in truth
value between (3) and (3%).

This objection, it seems to me, does not succeed. The reason is
that Barber is wrong to claim that Salmon and Soames cannot allow
for a difference in cognitive significance for pairs of sentences like
(2) and (2%). They do allow for such a difference, making sense of
the difference in a way that does not require different truth values
for (3) and (3*).8 Consider again Barber’s own definition of cognitive
significance: ‘sentences S1 and S2 differ in cognitive significance for A
iff A does not believe S1 and S2 to have identical truth conditions’.
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(2*) present the very same proposition under different gulses (
simplest version of this story would be one on which these guises
are sentences (2) and (2*) themselves). Next, they would say that an
unenlightened speaker, presented with the pairs (2) and (2*), would fail
to realise that these sentences express the same proposition—because
she fails to realise that ‘Superman’ and ‘Clark Kent’ name the same
individual. The reason she fails to realise this is that the proposition
is being presented to her under different guises. As a result, she
might well take (2) to be true while (2*) is false. This speaker clearly
does not believe (2) and (2*) to have identical truth conditions.
Salmon and Soames would say precisely parallel things about the pair
(1) and (1*). They are, then, able to recognise a difference in cognitive
significance.?

Salmon and Soames’s account of the difference in cognitive signifi-
cance between sentences like (2) and (2*) in no way depends upon a

8 This is actually a point in favour of their theory, since Lois is quite unlikely to have
any beliefs at all about semantic values—so both sentences will certainly be false.

9 It is perhaps worth emphasizing that guises are essential to this response. Millians
who do not make use of guises, such as Thau (2002), do not have this response available.
For problems facing such views, see Braun (2002).
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difference in truth value between (3) and (3*). Their failure to allow
for such a difference, then, poses no difficulty for their account. A
proponent of Barber’s approach, then, is still in need of a reason to ac-
cept the violation of anti-substitution intuitions about simple sentences
while refusing to accept parallel intuition violations regarding belief
sentences.

3.2.3 The real problems with Naive Implicature explanations
of simple sentence intuitions

The real problems with Naive Implicature explanations of simple
sentence intuitions are precisely the ones that plagued Barber’s account:
We do not have an adequate account of Supermanising and Clark
Kentising that can overcome the Aspect Problem, and we still have anti-
substitution intuitions in cases where there are no implicatures available
to explain them (the Enlightenment Problem). The first point should
be obvious—our Naive theorist has added nothing to the account of
Supermamsmg offered by Barber The second point should also be pretty
1l eatn

1s dwhen Loi
ﬁa@ﬂ% o\tﬂ“l uitiofi Wl‘l"e‘(‘u /ﬁ DV&l’t‘I‘é ) DLﬁtﬁ

(2) Superman leaps more tall buildings than Clark Kent.

Buc if the speaker isn’t enlightened, she cannot implicate anything like
(2B).

(2B) Superman/Clark, when Swupermanising, leaps more tall buildings than
Superman/Clark, when Clark Kentising.

This account, then—just like Barber’'s—fails to explain all of the
intuitions that it needs to explain.

3.3 ALTERNATIVE VIEWS OF CONVERSATIONAL
IMPLICATURE AND THE ENLIGHTENMENT
PROBLEM

The Enlightenment Problem for implicature-based explanations of sim-
ple sentence intuitions may so far seem to be the result of the particular
definition of ‘conversational implicature’ I have employed—Grice’s. But
this is not the only understanding of conversational implicature that
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is possible. So it is natural to wonder whether an implicature account
based on a different understanding might succeed where those we have
discussed have failed. It turns out, though, that the details of Grice’s
understanding are not essential to the Enlightenment Problem. Even
if we assume an alternative understanding of implicature, an utterance
of (2) by an unenlightened person is still unable to implicate what’s
said by (2B). Below, I show that accounts based on two very different
understandings of conversational implicature have this result. In this
next chapter, I will show just how general the problem is, and further
motivate my concerns.

3.3.1 Sperber and Wilson

Relevance Theorists, like Dan Sperber and Deirdre Wilson (1986,
1995), focus much of their attention on the psychological processes
of utterance interpretation. In part as a result of this focus, they
have developed a theory on which implicature is a somewhat different
notion from that which concerned Grice.1® Sperber and Wilson do

not require tha ssaryjconditions be met in order
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‘implicature’ is the following: ‘Any assumption cofn/mumcated but not
explicitly, is implicitly communicated: it is an implicature’ (1986: 252).
It is not entirely clear what this comes to. But it is clear that, for
Sperber and Wilson, what is implicated must be a part of the audience’s
interpretation of an utterance.!! Indeed, in discussing problems with
other accounts both they and their followers frequently invoke the
requirement that what is implicated must be psychologically real to the
audience.!? No proposition may be implicated, then, without being
grasped by the audience.

This requirement—that implicatures must be grasped by audi-
ences—is sufficient to bring it about that an implicature account based
on Relevance Theory will also fail to capture all of our intuitions. To see
this, recall the fact that neither the speaker’s nor the audience’s degree
of enlightenment had an impact on the intuition that Lois’s utterance
of (2) could be true.

10 For more on how I understand the relationship between Relevance Theory and
Grice, see Saul (20024).

11 For a fuller discussion of this aspect of their view, see Saul (20024).

12 See, for example, Wilson and Sperber (1981); Sperber and Wilson (1986); Carston
(1991).
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(2) Superman leaps more tall buildings than Clark Kent.

Buct if the audience is unenlightened, then he can’t be grasping (2B)
when (2) is uttered.

(2B) Superman/Clark, when Swupermanising, leaps more tall buildings than
Superman/Clark, when Clark Kentising.

This means, for Relevance Theorists, that the unenlightened Lois’s
utterance of (2) to the unenlightened Miles cannot possibly implicate
something like (2B).

Carston’s most recent version of Relevance Theory (Carston 2002)
only deepens this problem. On this version, it is clear that the focus
is not just on the audience’s state of mind but also on the speaker’s.
Conversational implicatures must not only be grasped by audiences but
also meant by speakers (2002: 19). This additional requirement only
makes things worse for an implicature-based proposal. As we have seen,
the unenlightened Lois has no reason to entertain, let alone mean, (2B).
(2B), then, is doubly ruled out as an implicature—both by Miles’s
inability to grasp it and by Lois’s inability to mean it. Moving to
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intuitions.13

3.3.2 Davis

Wayne Davis has a very different view of implicature. For him, im-
plicature is a matter of speaker meaning and not one of audience
interpretation. According to Davis, what a speaker implicates is what
she means to convey by saying something else (Davis 1998: 5). Whether
the audience picks up on the implicature—or is even able to pick up on
the implicature—is of no importance. Miles’s lack of enlightenment,
and consequent inability to work out that the speaker thinks (2B) does
not prevent (2B) from being implicated.

(2B) Superman/Clark, when Supermanising, leaps more tall buildings than
Superman/Clark, when Clark Kentising.

13 Ttis worth noting that Relevance Theorists would be very unlikely to be sympathetic
to any such use of their account. In general, they oppose the idea of using implicatures
to explain away intuitions, using their psychological reality requirement to argue against
its tenability.
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Nonetheless, Davis’s version of implicature is not one that will save
Barber’s account: Davis requires the speaker to mean the implicated
proposition, and we have already seen that an unenlightened Lois will
not mean to convey (2B). (2B), then, is not implicated. The intuition
that Lois’s utterance is false, then, has no explanation on this account.
We have by no means canvassed all theories of implicature—there
are many such theories, and they differ in important details. However,
what is emerging is that (2B) is a very unlikely candidate for implicature
in Lois and Miles’s conversation: neither the speaker nor the audience
is in any position to grasp it. Neither would intend it or make it part
of their interpretation of the other’s utterance. More generally, the
situation is this: conversational participants will have no reason to think
in terms of aspects, modes of personification, and the like unless they are
enlightened with respect to the relevant double-life. For an implicature
view, explaining the problematic intuitions— that an utterance of (2) is
true, or that (1) and (1*) may differ in truth value—requires postulating
aspect-sensitive implicated propositions. But if conversational partici-
pants are unenhghtened they will have no reason to even consider such

BI@ELET f’fﬁg ﬂlg Jat ﬁosmg%s/,s\\l

a_propo ﬁﬁlM

that neither the speaker nor the audience is even im'a position to grasp
may count as an implicature. An implicature view, then, cannot explain
our anti-substitution intuitions about conversations between the unen-

lightened.

3.4 SUMMING UP

In this chapter, we have seen that implicature-based explanations of
our simple sentence intuitions suffer from problems quite similar to
those that arise for context-dependent semantic accounts of these
intuitions. The Aspect Problem is not solved by putting reference
to aspects or modes of personification into implicatures rather than
semantic content—we still need to know what these are and how we
communicate about them, and we still lack an adequate explanation.
And a version of the Enlightenment Problem plagues implicature views
as well—our intuitions still do not track conversational participants’
states of enlightenment in the required ways.
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In the next chapter, I turn to the task of diagnosis: why are the
accounts of simple sentence intuitions in the literature so prone to these
problems? What assumptions are being made, and why? This will lay
the groundwork for the task of Chapters 5 and 6: finding a new way of
dealing with truth-conditional intuitions.
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4
The Enlightenment Problem

and a Common Assumption

The most promising attempts to accommodate our simple sentence in-
tuitions—those incorporating substantial context-dependence— have
faced two major problems: the Enlightenment Problem and the As-
pect Problem. In this chapter and the next my focus will be on the
Enlightenment Problem. The current chapter will be largely concerned
with diagnosis—a diagnosis that will ultimately serve to motivate a new
approach to truth-conditional intuitions 1T will begin by identifying a
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Problem. Next I will explore reasons that theotists may have been
inclined to assume (EOI), arguing that these reasons do not in fact

support (EOI). Finally, I will take a brief look at some psychological
results that help us to see the implausibility of (EOI).

4.1 IDENTIFYING AN ASSUMPTION

The accounts that have fared best in accounting for our truth-con-
ditional intuitions about simple sentences have been those that made
use of contextual variation to do so. Thus far, these have come in
two broad varieties. The first variety postulates that our intuitions
are correct: they arise from successfully grasping and correctly evaluat-
ing the propositions expressed by utterances of simple sentences, which
have just the truth conditions we intuitively take them to have. The
second variety claims that our intuitions are incorrect, because they

! Reminder: I use the phrase ‘truth conditions’ to refer to the truth values of a
sentence in a context, evaluated both at the actual world and at other possible worlds.
Truth-conditional intuitions are intuitions about these truth values.
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are due not to what is expressed by utterances of simple sentences,
but to what these utterances implicate. On this sort of story, although
utterances of simple sentences do not have the truth conditions we
take them to have, they carry implicatures whose truth conditions
do match the ones that we intuitively assign. Both varieties, then,
make use of propositions whose truth conditions match those that we
intuitively assign to utterances of simple sentences. For one sort of
account, such propositions are expressed, while for the other sort of
account they are implicated. But the role of such propositions in both
cases is similar: it is responsible for our truth-conditional intuitions,
which are due to correctly grasping and evaluating such proposi-
tions.

This common role leads to a common problem. The expressed or
implicated proposition that is meant to match our intuitions turns out
not to in certain key cases. And this problem arises due to common
features of the two sorts of accounts. For the semantic accounts, broadly
speaking, the conversational participants’ states of mind are crucial to
determmmg what is expressed.2 However, our intuitions do not vary with
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crucial to determining what is implicated. Again, thﬁugh, our intuitions
do not vary with the conversational participants’ states of mind in the
needed way. As a result, there are cases in which it is impossible to find
a proposition, expressed or implicated, whose truth conditions match
those indicated by our intuitions.

This suggests, it seems to me, that it is time to examine a method-
ological assumption that has thus far been kept in the background: that
intuitions are to be explained by postulating propositions, expressed
or implicated, whose truth conditions match those that we intuitively
assign to utterances of simple sentences. Call this assumption Expressed
or Implicated (EOI).

Expressed or Implicated (EOI): For an utterance of a sentence S in a context
C, the truth-conditional intuitions of competent, rational speakers who are

2 The claim in the text above is a slight oversimplification: on Predelli’s (2004)
account, as we saw in Chapter 1, the conversational participants’ most important
role is in determining the truth conditions of what is expressed—rather than what
is expressed itself. What is expressed by utterances of simple sentences does not, for
Predelli, vary in the ways that Moore and Forbes take it to. However, the varia-
tion in truth conditions is determined in just the way that it is for Moore and
Forbes.
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relevantly well-informed must match the truth conditions of either what is
(semantically) expressed or what is implicated by S in C.3

Although theorists do not explicitly commit themselves to (EOI), the
literature on simple sentences that we have surveyed so far# has proceeded
as though theorists accepted a principle like (EOI). In particular, they
offer only accounts that accord with it. This restricted diet of options
would make sense if theorists had some good reason to assume the truth
of a principle like (EOI). It seems to me, however, that they do not.
And that is what I will be arguing in this chapter.

A note regarding (EOI): (EOI) concerns the intuitions of the rational
and relevantly well-informed.> The reason for this is that the intuitions
of the irrational and ill-informed are an obviously poor guide to the
matters that concern us—they make errors which are due simply to
misinformation and irrationality. This restriction fits well with the
discussion thus far of simple sentences: theorists have only attempted to
find intuition-matching propositions for the intuitions of the (rational,
well-informed) enlightened; the intuitions of the unenlightened can be
otherw1se explained.
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sentences (as well as other matters). As a result, much of the discussion
will not be directly concerned with simple sentences. Nonetheless, its
relationship to simple sentences will (I hope) be clear.

One who accepts (EOI) will take it that their only options for
accommodating truth-conditional intuitions involve either implicated
or expressed propositions. This restricted focus makes sense on the
assumption that the only way our intuitions might go astray is by
tracking implicatures rather than what is expressed. But why might one
assume this? In the next sections, I discuss some methodological starting
places that might motivate (or seem to motivate) such an assumption.

3 This principle is very similar to the one that Braun and Saul (2002: 14) called the
Matching Proposition principle (MP).

4 The exception to this in the literature is Braun and Saul (2002). The account offered
in Chapter 6 is a development of this one.

5 There are obviously some important terms in need of definition here, in particular
‘relevantly well-informed’. We certainly wouldn’t want to understand ‘relevantly well-
informed’ in such a way that a speaker counts as relevantly well-informed just in case
they are right about the truth conditions of the utterance, for example. This is a difficult
matter. I don’t have such a definition to offer, but for the purposes of substitution puzzle
cases, being relevantly well-informed clearly requires being enlightened. The absence of
detail on this matter should not be damaging to my discussion: my reasons for rejecting
(EOI) do not at all concern the details of this requirement.
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4.2 GRICE AND (EOI)

Invocations of conversational implicature, of course, have their starting
place in Grice’s work. In Grice’s work, however, the relevant contrast
was not between what is semantically expressed and what is implicated
but instead between whar is said and what is implicated. For Grice, an
utterance of a sentence S says that P iff two conditions are satisfied:

(a) in uttering S, the speaker means that P; and

(b) P corresponds at least very closely to the linguistic meaning of S.¢

Condition (a) is often overlooked and sometimes explicitly disavowed
by Griceans.” Condition (b) suggests (though it does not explicitly state)
that S will say that P only if P is semantically expressed by S. As a result,
it is easy (though now increasingly controversial) to equate Grice’s whar
is said with what is semantically expressed. 1If we do this, then (EOI) is
equivalent to a more Gricean-sounding principle, (SOI):

Said or Implicated (SOI): For an utterance of a sentence S in a context C, the
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It seems to me that Grice’s work on implicature, misunderstood in cer-
tain popular ways and combined with certain background assumptions,
could lead one to suppose that our truth-conditional intuitions (once
we are fully informed of relevant facts) must match either what is said
or what is implicated. That is, it could make (SOI) seem quite a natural
methodological principle—and this, in turn, may lead one to restrict
one’s options in a way that accords with (EOI). In what follows, I look
at two ways of understanding Grice’s theory that could give rise to this
line of thought, and I argue that both are mistaken.

4.3 THE SPEAKER MEANING PERSPECTIVE

One very natural thought is that what matters most to us in our use of
language is communicating what we mean and figuring out what others

6 This is a loose version of Bach’s Syntactic Correlation Constraint, as a loose version
is all I need for my purposes. For more on this constraint, see Bach (2001). What is said
is not completely determined by sentence meaning, as Grice notes that the referents of
indexical terms are relevant to what is said but not determined by sentence meaning.

7 Bach criticises this aspect of Grice’s view in his (2001): 17.
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mean. We are interested in what is said mainly because it is a route
to discovering what is meant. Because of this, our focus is generally
primarily on speaker meaning, and only secondarily (if at all) on what
is said. It is this fact that introduces the potential for confusion. When
we consider an utterance, we naturally focus on what is meant. This
focus of ours leads to mistaken judgments about what is said. When
we attempt to reflect on the truth conditions of what is said, we may
instead be focusing on what is meant. We may be especially likely to
make such an error if the route from what is said to what is meant seems
a particularly simple one. If some phrase is very commonly used as a
way of meaning something beyond what it strictly speaking says, we are
particularly likely to confuse what is meant with what is said. We may
even become confused by sentences presented in isolation (that is, even
without knowing anything of the context in which they are uttered). If
we are aware of what speakers would commonly mean by the sentences,
we may well focus on that rather than on what the sentences strictly
speaking say.

Now consider another commonly held belief. According to many
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cature is Grlce s way of accommodating those aspects of speaker meaning
that do not make it into what is said. If this idea is combined with the
idea that our truth-conditional intuitions track speaker meaning, it will
be very natural to conclude that our intuitions must be accommodated
either by what is said or by what is implicated. When our intuitions go
wrong, it is because we are focusing on what the speaker means rather
than on what she says—that is, according to this standard line, we are
focusing on what she implicates. If all of these thoughts are right, then it
may seem natural to suppose that when our intuitions are wrong about
what is said, they must be due instead to what is implicated. It may
seem natural, then, to suppose that truth-conditional intuitions must
match either what is said or what is implicated.

4.3.1 Supporting (SOI)

The considerations above can be brought together to provide an argu-
ment that at least seems to provide support for (SOI). I suspect that

8 See, for example, Levinson (1983: 131, 2000: 13); Neale (1990: 73-83, 1992,
2005: 182): Horn (1992: 165).
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something like this train of thought is behind the tendency to theorise
in accord with (SOI).

First, let’s try to bring together the considerations discussed above
into an argument. Here is a first attempt at summarising the consid-
erations noted above. (This argument is not intended to be a valid
one. Rather, it is a suggestive argument which represents one way
of making sense of why theorists might be drawn to a principle like

(SOI).)
o Speaker Meaning Tracking (SMT): The truth-conditional intuitions

of competent, rational speakers who are fully informed of relevant
facts track speaker meaning.

o Speaker Meaning Exhaustiveness (SME): Speaker meaning divides
exhaustively into what is said and what is implicated.

These two considerations seem to support the idea that the relevant
intuitions must accurately reflect either what is said or what is implicated.

That is, they seem to support (SOI).

(SOI) For an utterance of a sentence S in a context C, the truth-conditional
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(SMT) looks as though it might be true. Certainly it may seem
that one who takes our primary communicative interest to be an
interest in speaker meaning should accept (SMT). (SME) is widely
accepted (as we have already noted). Together, (SMT) and (SME)
do seem to provide support for (SOI): If our truth-conditional
intuitions track speaker meaning, and speaker meaning divides ex-
haustively into what is said and what is implicated, then it is natural
to suppose that these intuitions should match the truth conditions
of either what is said or what is implicated. Below, however, I
argue that (SME) is false. Finally, I will argue that even if both
(SME) and (SMT) were true, they would not provide good support
for (SOI).

SinC.

4.3.2 Undermining the support for (SOI)—against (SME)

(SME) is false: speaker meaning simply does not divide exhaustively
into what is said and what is implicated. To see this, it will help if we
briefly review some basics of Grice’s theory.
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4.3.2.1 Grice’s taxonomy

4.3.2.1.1 What is said

As we have already seen, what is said, for Grice, is tightly linked to
sentence meaning, which he takes to be determined by generalisations
about what speakers mean by their utterances of sentences.® Grice also
requires that what is said be meant by the speaker. If the speaker does
not mean that P, they do not say that P—even if they utter a sentence
that conventionally means that P.

4.3.2.1.2 Conventional implicatures

Some implicatures are also tightly linked to sentence meaning, indeed
determined by it—conventional implicatures. Conventional implica-
tures are a part of sentence meaning, but not relevant to truth conditions.
For Grice, ‘Henrietta is English, and therefore brave’, carries a conven-
tional implicature that Henrietta’s bravery is due to her Englishness.
This implicature arises due to the linguistic meaning of ‘therefore’, and
it is therefore uncancellable. However, it is not relevant to the truth
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army boot camp, the utterance would still be true.

4.3.2.1.3 Conversational implicatures
As we have already seen, conversational implicatures must satisfy certain
conditions. A speaker implicates that ¢ by saying that p only if:

(1) they are to be presumed to be following the conversational maxims, or at
least the Cooperative Principle;

(2) the supposition that they are aware that, or think that, g is required to
make their saying [. ..] p (or doing so in those terms) consistent with this
presumption; and

(3) the speaker thinks (and would expect the hearer to think that the speaker
thinks) that it is within the competence of the hearer to work out, or grasp
intuitively, that the supposition mentioned in (2) is required. (Grice 1989:
30-1)

In addition, a conversational implicature must be calculable: if 4 is to
be implicated, it must be possible for the audience, relying only on the
speaker’s utterance, background information, and the conversational

9 This view faces serious problems. For an overview of them, see Neale (1992).
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maxims, to work out that the speaker intends the audience to believe
(or is at least willing to allow the audience to believe) that ¢ (Grice
1989: 31).

Grice’s taxonomy, then, includes what is said, what is conventionally
implicated, and what is conversationally implicated.'® Grice’s under-
standing of each of these notions are sufficient to show that speaker
meaning cannot divide exhaustively into what is said and what is im-
plicated. I will demonstrate this by offering two examples involving
propositions meant by the speaker but neither said nor implicated. The
underlying idea behind these examples will be that the speaker may
attempt to say or implicate something but fail. Because there is this
possibility for failure, there must be room for speaker meaning that is
neither said nor implicated—in order to accommodate the propositions
that the speaker means but does not succeed in saying or implicating.
This means that (SME) is false, since speaker meaning does not divide
exhaustively into what is said and what is implicated.!!

4.3.2.2 Attempred implicature
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Speaker Meaning Exhaustiveness (SME): Speaker meaning divides exhaustively
into what is said and what is implicated.

I have been asked to write a letter of reference for my very incompetent
student Darren. I take Darren to be applying for a philosophy job, and
I want to convey that Darren doesn’t have much to recommend him
as a philosopher. Darren is, however, a fine cook. I write a reference
consisting of nothing but the sentence ‘Darren is a fabulous cook’.
Unbeknownst to me, Darren is actually applying for a job as a trainee
chef, having given up on philosophy. Those reading the letter, then,
will certainly not take me to be trying to convey that Darren doesn’t
have much to recommend him as a philosopher. They have no need
to assume me to believe anything at all about Darren’s philosophical

10 Grice also gestures at the possibility of non-conversational, non-conventional
implicatures. He takes these to ‘be’ like conversational implicatures except that the maxims
involved are not the conversational maxims (1989: 28). Because these implicatures are so
similar to conversational implicatures, and because the concerns I raise have nothing to
do with the exact maxims involved in generating implicatures, I ignore this category here.

11 T argue for this claim in more detail, and discuss the implications of it in Saul
(20024).



The Enlightenment Problem 85

abilities, since my letter looks perfectly cooperative to them—1I have
given them precisely the information that they asked for. Grice’s second
necessary condition for conversational implicature, then, fails to be met.
So I have not implicated that Darren doesn’t have much to recommend
him as a philosopher.

Another way of seeing that I did not implicate this is to consider
Grice’s calculability requirement. My intended implicature was not
calculable, simply because it was not possible for my audience to work
it out from what I said, drawing only on the conversational maxims and
their background knowledge. I clearly did not conversationally implicate
it, then.

My intended implicature was also neither said nor conventionally
implicated— it strays too far from the linguistic meanings of any of
the sentences in my letter. Yet nonetheless, I did surely mean it. This
claim, then— that Darren doesn’t have much to recommend him as a
philosopher—is something that I meant but neither said nor implicated.
The fact that it is a part of what I mean despite ficting neither of these
categories suffices to show that (SME) is false. However, the example in
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One might worry that there is something illegitimate about using a case
like this as an objection to (SME).

Speaker Meaning Exhaustiveness (SME): Speaker meaning divides exhaustively
into what is said and what is implicated.

The worry derives from the fact that the speaker in the example
above is clearly not relevantly well-informed. There is crucial informa-
tion—about the nature of the job Darren is applying for—that I lack.
As I have noted, (SMT) must be restricted to the intuitions of the
competent, rational, and relevantly well-informed.

Speaker Meaning Tracking (SMT): The truth-conditional intuitions of com-
petent, rational speakers who are fully informed of relevant facts track speaker
meaning.

Surely, one might think, similar considerations should apply to (SME).
If this is right, then (SME) should be a principle that only applies to
what is meant by competent, rational, and relevantly well-informed
speakers. This would surely rule out the case above, thus leaving an
appropriately restricted (SME) standing,.
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This worry, however, is misguided. The first reason for supposing it to
be misguided may at first seem not very interesting. This reason derives
differences in how I have generated (SMT) and (SME). (SMT) is not
a principle that I have drawn from the literature. Instead, it is a part
of my attempt to provide a plausible motivation for assuming (SOI).
(SME), on the other hand, is different. It is both explicitly stated and
widely endorsed in the literature, as we have already noted. It is never
restricted to just the competent, rational, and relevantly well-informed.
The example above is, then, a counter-example to (SME), even though
it involves a speaker who lacks relevant information.

The above response may well seem uncompelling. Surely, one might
think, I am being extremely uncharitable to those who have endorsed
(SME). Even if they failed to state that (SME) applies only to the
competent, rational, and relevantly well-informed it could well be—it
might seem— that proponents really did intend such a restriction.

I think this move, appealing though it may at first seem, is not a good
one. Again, a contrast between (SMT) and (SME) is helpful. (SMT)
concerns the intuitions that guide us in our theorising about language.

mﬁ @ <h t want our theonsm to
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the mlslnformed When we encounter such intuitions, we can (and
should) explain them away as arising from incompetence, irrationality,
and misinformation. Given that we can explain the intuitions in this
way, we need not and should not let them guide our theorising. Thus,
the restrictions built into (SMT) are reasonable ones. (SME) is quite
a different matter. It is a claim not about intuitions but about the
nature of speaker meaning. Some speakers simply are incompetent,
irrational, or misinformed. One who hopes to understand speaker
meaning needs to understand what these speakers mean, and not only
what more fortunate speakers mean. It seems especially difficule to
treat misinformed speakers as an aberration. Misinformation and the
miscommunication that can sometimes result are far too widespread for
theorists to ignore. Restricting (SME) in a manner parallel to (SMT)
would, then, be a serious mistake.

4.3.2.3 Attempred saying

The next example is one in which the speaker (it seems) attempts to say
something, but fails to do so. What he means by his utterance is, as a
result, neither said nor implicated. Again, we see that (SME) is false.
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On 27 November 2002, George W. Bush uttered the following

sentence:12

(1) The law I sign today directs new funds and new focus to the task
of collecting vital intelligence on terrorist threats and on weapons of mass
production. [Emphasis mine]

Presumably, what Bush meant was (1*).

(1*) The law I sign today directs new funds and new focus to the task
of collecting vital intelligence on terrorist threats and on weapons of mass
destruction. [Emphasis mine]

According to Grice, however, as to most theorists, Bush did not say
what (1*) conventionally means, because he uttered the wrong sentence.
Nor did he implicate it—he certainly did not think that the audience
could work out from his utterance of (1) that he meant something
better captured by (1*), and this means that Grice’s third necessary
condition for implicating was not met.'3 And it is clear that (1) does not
carry (1*) as a conventional implicature. It is wrong, then, to suppose
that speaker meanmE; divides exhausttvely into what is said and what is
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of (SOI)?

e (SMT): The truth-conditional intuitions of competent, rational
speakers who are fully informed of relevant facts track speaker
meaning.

* (SME): Speaker meaning divides exhaustively into what is said and
what is implicated.

 So (one might think), (SOI): For an utterance of a sentence § in
a context C, the truth-conditional intuitions of competent, rational
speakers who are relevantly well-informed must match the truth
conditions of either what is said or what is implicated by S in C.

(SME) is false. (SOI) begins to indeed look substantially less well-
supported once we abandon (SME): it is simply much less plausible
to assume that any errors in our (rational, competent, fully informed)

12 Jacob Weisberg, Slaz. Available at: http://slate.msn.com/id/76886/

13 The calculability condition may, however, be met: arguably, it s calculable that
Bush must have meant what's expressed by (1*). The audience can work out, from Bush’s
utterance and the relevant background beliefs, that this must have been what he was
trying to say, and therefore that this was what he meant.
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intuitions must be due to what is implicated. Even if we assume
that our intuitions must track some element of speaker meaning, the
considerations above show that there is much more to speaker meaning
than just what is said and what is implicated. So even if (SMT) is true,
the failure of (SME) should convince us not to accept (SOI).

4.3.3 Saving (SME)

There may, however, be a way to save the claim that speaker meaning
divides exhaustively into what is said and what is implicated (SME).
We can do this by abandoning some of what Grice says about saying
and implicating. We can maintain the exhaustiveness claim by taking ir
as fundamental to understanding implicature—that is, by insisting that
what is implicated really is just whatever the speaker means but does not
say. Speaker meaning really does divide exhaustively into what is said and
what is implicated, on this view, because anything that is meant by the
speaker but not said is implicated. Our original considerations in favour
of (SOI) will thus be resurrected: if we combine this understanding of
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said or what is implicated.

The counterexamples to (SME) no longer apply. When I wrote my
letter of reference, I meant but did not say that that Darren doesn’t
have much to recommend him as a philosopher. On the current
view, this suffices for implicating that Darren doesn’t have much to
recommend him as a philosopher. When Bush uttered a sentence
including the phrase ‘weapons of mass production’, he meant but did
not say something about weapons of mass destruction. This suffices for
him to implicate something about weapons of mass destruction.

This understanding of ‘implicature’, as a catch-all term for what is
meant but not said, seems in some ways a plausible one to attribute to
many of those who write on implicature. After all, they say that speaker
meaning dividing exhaustively into what is said and what is implicated,
and often offer helpful tree diagrams showing this (Levinson 1983: 131;
Horn 1992: 165; Neale 1992.) Bur it is important to note that it is
in other ways a very implausible understanding to attribute to these
writers. The reason is that along with the exhaustiveness claim, they also
present, for example, Grice’s necessary conditions for conversational
implicature. These conditions, as we have seen, have the effect of
blocking certain claims that are meant but not said from counting as
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implicatures. (This shows the claims are not conversational implicatures;
it is obvious that they are not conventional implicatures.) Moreover,
although many writers do not place much emphasis on Grice’s necessary
conditions for conversational implicature (despite presenting them),
they do generally place a great deal of emphasis on his calculability
criterion—and we have already seen (in the Darren case) that the
calculability criterion, on its own, is sufficient to block the possibility
of speaker meaning dividing exhaustively into what is said and what is
implicated. To maintain this new understanding of implicature, then,
the calculability requirement for conversational implicature must be
dropped.

It is important to appreciate the consequences of this new version
of implicature. On this new version, traditional tests like calculabil-
ity are utterly irrelevant to discerning the presence of an implicature.
All that matters is, when it comes to implicating that P, is that
the speaker means that P without saying it. This means that it
is much, much easier to defend an implicature-based explanation
of intuitions. A defender of Naive Implicature theory, for example,
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ble. This nullifies— for example—Recanati’s and Schiffer’s objections
(mentioned in Chapter 1), which derive from Grice’s calculability
requirement.

The suggested understanding, then, is quite a revisionary one.
Nonetheless, it is a perspective from which (SOI) may indeed seem
a sensible limitation.

(SOI): For an utterance of a sentence S in a context C, the truth-conditional
intuitions of competent, rational speakers who are relevantly well-informed
must match the truth conditions of either what is said or what is implicated by
Sin C.

Any mistake in our truth-conditional intuitions, on this view, must be
due to what is implicated—as either what is said or what is implicated
must have truth conditions that match those indicated by our intuitions.
After all, our intuitions are about what the speaker means, and anything
the speaker means but does not say must be implicated.

4.3.3.1 Do we now have support for (SO1)?

I have noted that (SMT) and (SME) seem, together, to provide good
reason to believe (SOI).
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e (SMT): Thetruth-conditional intuitions of competent, rational speak-
ers who are fully informed of relevant facts track speaker meaning.

» (SME): Speaker meaning divides exhaustively into what is said and
what is implicated.

e (SOI): For an utterance of a sentence S in a context C, the
truth-conditional intuitions of competent, rational speakers who
are relevantly well-informed must match the truth conditions of
either what is said or what is implicated by S in C.

I think it is very natural, if one accepts (SMT) and (SME), to suppose
that (SOI) must be true. Thus, one who is willing to accept the
understanding of implicature suggested above (on which (SME) is true)
may well seem to have reason to accept (SOI). However, I think that
making the move from (SMT) and (SME) to (SOI) is a serious mistake.

Before I look at why this move is a mistake, it is worth recalling
that we should not be surprised to find that (SMT) and (SME) fail
to support (SOI), even on the understanding of implicature suggested
above. The reason for this is simple: we have already seen that (SOI) is
false on this understanding of 1mphcature If (SMT) and (SME) seem
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meant but not said is implicated. There we saw that this understanding
of implicature still fails to help us in accommodating simple sentence
intuitions. On this understanding, a speaker cannot implicate that p
unless they mean that p. But we saw that intuitions are not sensitive to
the speaker’s meaning in the way that they would need to be, if they
were to be explained as due to implicature, understood in this way.
More specifically, we saw that that our intuitions about Lois’s utterance
of (2) do not change when we learn that Lois was unenlightened, and
therefore unable to mean any proposition involving aspects.

(2) Superman leaps more tall buildings than Clark Kent does.

Our intuitions about (2), then, cannot be explained as due to our
grasping some implicated intuition-matching proposition. Since we
know (SOI) to be false on the understanding of implicature suggested
above, then, we should not be surprised at all to find that this definition
of implicature, accompanied by (SMT) and (SME), fails to provide
good support for (SOI).

But why do we lack support for (SOI), when (SMT) and (SME)
appear to provide reasons for believing (SOI)? Let’s look a little more
closely at why one might suppose that (SMT) and (SME) support (SOI).
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e (SMT): The truth-conditional intuitions of speakers who are compet-
ent, rational, and relevantly well-informed track speaker meaning.

e (SME): Speaker meaning divides exhaustively into what is said and
what is implicated.

e So, (SOI): For an utterance of a sentence S in a context C, the
truth-conditional intuitions of competent, rational speakers who are
relevantly well-informed must match the truth conditions of either
what is said or what is implicated by S in C.

This argument is not, as we have already noted, valid. And yet, it does
seem to have intuitive pull. It secems to me that the intuitive pull comes
from a train of thought something like the following. Our intuitions
track speaker meaning, which divides exhaustively into two parts, each
of which has its own truth conditions. Because these two components
may differ from one another, it doesn’t make sense to discuss the truth
conditions of what the speaker means. They may mean more than one
thing—what they say and what they implicate—and these may have
different truth conditions. Our truth-conditional intuitions, then, will
really be either about the truth conditions of what 1s sald or about
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must match either what is said or what is 1mphcated.

But this train of thought is flawed. Even if our intuitions must
be about either what is said or what is implicated, it seems to me
that there is no guarantee that these intuitions will correctly reflect the
truth conditions of that which they are about. After all, these are our
intuitions—surely they may be affected by facts about our psychology.
The intuitions that I have about what is said or what is implicated may
be affected not only by what is said or what is implicated, but also by
facts about the way that I process what is said or what is implicated.
Grasping what is said or implicated is one thing; correctly evaluating its
truth conditions is another. And there is no reason to suppose that one
who accomplishes the first will always accomplish the second.14 All this
is so, moreover, even when we consider competent, rational speakers. In

14 Tt seems to me that one might also worry about what it means for intuitions to
‘track speaker meaning’. I am assuming that it means, roughly, that our intuitions are
due to what we take the speaker’s meaning to be. However, one might wonder about
this idea a bit: do we really form convictions about what the speaker means, and base
our intuitions on these views? Clearly not. One who wanted to defend (SMT) would
need to say a great deal more about what it means to say that our intuitions track speaker
meaning. However, I am not in the business of defending (SMT). Instead, I am merely
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chapters to come, I will return to this point, describing in more detail
the ways that intuitions regarding some proposition’s truth conditions
may fail to reflect that proposition’s truth conditions. At the moment, I
merely wish to call attention to this possibility.

Even if we accept an understanding of implicature that supports
(SME), then, and we accept (SMT), we do not have good reason to
accept (SOI).

4.4 AUDIENCE INTERPRETATION PERSPECTIVE

So far, we have discussed a perspective that focuses on language users
as speakers, trying to communicate what they mean. An alternative
perspective focuses on language users as audiences, interpreting utter-
ances. A theorist who takes this as their focus will concern themself with
the psychological processes audiences use in utterance interpretation.
From this perspcctive, then, our truth- conditional intuitions are track-
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their increasingly popular interpretation of Grice, audience interpretation
divides exhaustively into what is said and what is implicated. Wilson
and Sperber claim that Grice means the distinction between what is
said and what is implicated to be crucial to understanding audience
interpretation, and that Grice takes it that ‘every aspect of interpretation
can be assigned to one or the other category’ (1981: 156). For one
who endorses the view they attribute to Grice,!5 it may seem plausible
to suppose that any mistakes in our intuitions must be due to what
is implicated. If our intuitions are about the audience’s interpretation,
and the audience’s interpretation divides exhaustively into what is said
and what is implicated, then (it may seem) our intuitions should match
up with either what is said or what is implicated.

Putting these ideas in a way that parallels our discussion of the speaker
meaning perspective, we arrive at:

using it in an attempt to understand how it is that one might be drawn to a principle

like (SOI).

15 Tt is worth emphasising that Relevance Theorists themselves definitely do not
endorse the view they attribute to Grice. Indeed, 'm not sure anyone does.
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o Audience Interpretation Tracking (AIT): The truth-conditional in-
tuitions of competent, rational speakers who are fully informed of
relevant facts track the audience’s interpretation. !¢

e Audience Interpretation Exhaustiveness (AIE): The audience’s inter-
pretation divides exhaustively into what is said and what is implicated.

The current suggestion is that (AIT) and (AIE) provide support for
(SOI):

(SOI) For an utterance of a sentence S in a context C, the truth-conditional
intuitions of competent, rational speakers who are relevantly well-informed
must match the truth conditions of either what is said or what is implicated by

Sin C.

In the next sections, I show that (AIE) is false. I show this by offering
two examples in which (AIE) fails. After this, I offer a revisionary
understanding of implicature that would allow one to maintain (AIE).
But I follow this by showing that even if one accepts (AIT) and (AIE),
one does not have good reason to accept (SOI). Some of my arguments
will parallel those made in my discussion of the Speaker Meaning
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4.4.1 Problems -

4.4.1.1 Audience wrong about what is implicated

Odur first case is one in which the audience takes the speaker to implicate
something that the speaker does not, according to Grice’s understanding,
implicate. This, then, is a case in which there is a part of the audience’s
interpretation that falls neither into the szid category nor the implicated
category. That is, this case shows (AIE) to fail.

Audience Interpretation Exhaustiveness (AIE): The audience’s interpretation
divides exhaustively into what is said and what is implicated.

I am writing a letter of reference for Ethelred, whom I believe to be
a very talented philosopher. However, I know that Ethelred has had
a lot of trouble on the philosophy job market, and I believe him to
be applying for a job as a waiter. So I write a letter describing only
how prompt, reliable, friendly, and well-groomed Ethelred is, taking

16 The need for ‘competent’, ‘rational’ and ‘fully informed’ perfectly parallels the
considerations that moved us to adopt (SMT) in the discussion of the Speaker Meaning
Perspective.
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this to be the information needed by those reviewing his application.
Unfortunately, however, it turns out that Ethelred is applying for a job
in philosophy. The committee reading my letter decides that the letter
makes no sense unless they assume me to think Ethelred is a terrible
philosopher, so they take me to be conversationally implicating this.
They are, however, wrong. I did not think that the audience would
or even could work out from my letter that I thought Ethelred was a
terrible philosopher. (If I had, I would not have written the letter that
I wrote.) Grice’s third necessary condition, then, is not met: I did not
conversationally implicate that Ethelred was a terrible philosopher. Yet
this claim is nonetheless part of the audience’s interpretation. Since it
is clearly neither said nor conventionally implicated, we can conclude
that the audience’s interpretation includes a claim that is neither said
nor implicated: (AIE) fails.

4.4.1.2 Audience wrong about what is said 7

Audiences may also be wrong about what is said, and this too may lead
to failures of (AIE).
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As an illustration, consider the following notable case, which occurred
in London in 1999. A black actress and singer, Patti Boulaye, who
was running for office as a Conservative Party candidate, was quoted as
having uttered sentence (3).18

(3) This is the time to support apartheid because it is unfashionable.

The sentence she actually uttered was (3*).

17 This example is taken, with minor alterations, from Saul (20024), and used with
kind permission of Springer Science and Business Media.
18 The correction, from the Guardian, 18 March 1999, reads as follows:

... In the course of the article we quoted Ms Boulaye. . . as saying: “This is a time to
support apartheid. . .I mean people say “Why didn’t you support it when it was in
government?” Because it would have been the fashionable thing to do so. This is the
time to support apartheid because its unfashionable’. What Ms Boulaye actually said was
‘a party’, meaning the Conservative Party. At no time during the interview was apartheid
mentioned. The journalist concerned misheard Ms Boulaye’s remarks but then asked no
follow up questions about what she thought she heard. The offense was compounded by
the picking out of part of these misheard remarks as a subsidiary heading . . .

Boulaye later successfully sued for libel.
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(3*) This is the time to support a party because it is unfashionable.

The audience, a Guardian reporter, took Boulaye to have said what is
generally said by utterances of (3).12 But, according to both common
sense and Grice’s theory, this is not what she said. For Grice, this
fails to be said both because Boulaye did not intend it and because
it is not what the sentence that she uttered means. We have, then, a
case in which the audience is wrong about what is said. It is perhaps
worth noting further that an audience may be wrong about both
what is said and what is implicated, at the same time. Indeed, this is
likely to happen when an audience is wrong about what is said. In
the example above, the reporter might well have taken Boulaye to be
implicating that she supports apartheid. Since, however, Boulaye did
not think that the audience could work this out from her utterance
(to put it mildly), Grice’s third necessary condition for conversational
implicature failed to be fulfilled. Boulaye did not implicate that she
supported apartheid, and the audience was therefore wrong about what
was implicated.2°

On Grice’s theory, then, audiences may sometimes be wrong both
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Buct this not very surprising fact has the important consequence that
we can rule out any claim that audience interpretation divides ex-
haustively into what is said and what is implicated. (AIE), then is

false. Since (AIE) is false, we no longer seem to have good reason to
accept (SOI).

(SOI) For an utterance of a sentence S in a context C, the truth-conditional
intuitions of competent, rational speakers who are relevantly well-informed
must match the truth conditions of either what is said or what is implicated by
Sin C.

If audience interpretation does not divide exhaustively into what is
said and what is implicated, then it is clear that intuitions that track
audience interpretation need not concern either what is said or what

19 I'm abstracting here from issues regarding indexical reference, as they are not
relevant to the point.

20 One might well suppose that cases of mis-hearing should be treated as special, and
perhaps not included in the claim that every part of the audience’s interpretation must
be said or implicated. If this is done, then the Boulaye example no longer counts against
(AIE). However, the Ethelred example in 4.4.1.1 still serves to defeat it.
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is implicated—as there is much more to audience interpretation than
these two elements.

4.4.2 An alternative understanding of implicature: audience
interpretation minus what is said

A proponent of the audience interpretation perspective can still salvage
(AIE).

Audience Interpretation Exhaustiveness (AIE): The audience’s interpretation
divides exhaustively into what is said and what is implicated.

She can do this by adopting an understanding of ‘implicature’ on which
any part of the audience’s interpretation that is not said is implicated.
On this understanding, (AIE) will clearly be true. This understanding
of ‘implicature’ is what Relevance Theorists sometimes seem to be
suggesting.2! Although I do not take this to be Relevance Theorists’
considered view, and I do not know of anyone else who clearly holds this
view, it is worth at least brief consideration.22 On this understanding,
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of implicature is adopted, then my examples above cannot show that
the audience’s interpretation fails to divide into what is said and what is
implicated.?3

21 If we read ‘explicate’ as ‘say’, which is required to make sense of many of their
claims comparing relevance theoretic accounts to Gricean ones. One example of this
is Carston’s (1991: 45) claim that ‘those who wish to maintain an implicature analysis
have to say that the alleged temporal. . . implicatures [involving “and”] contribute to
the truth conditions of the utterance in which they occur, that is, to the explicit content
(what is said) since they follow Grice in the view that the explicature is another term for
the truth-conditional content of the utterance’.

22 Sometimes Relevance Theorists seem to hold a different view, on which what is
said and what is implicated must also be intended by the speaker. On this view, neither
audience interpretation nor speaker meaning will divide exhaustively into what is said
and what is implicated. See Saul (20026) for more discussion of this view.

25 Tt is worth noting that Relevance Theorists also have a rather expansive conception
of saying (‘explicating’, in their terminology). For them, what is said may go well beyond
the linguistic meaning of the sentence uttered. So, for example, one who utters ‘he
went to the edge of the cliff and jumped’ may well say roughly what is said by ‘he
went to the edge of the cliff and jumped off the edge of the cliff”. This fact about their
view, however, is not relevant to the present discussion: nobody would maintain that
the problematic claims in the examples discussed in this section are said, even on this
expansive understanding of saying. For more on Relevance Theorists’ conception of what
is said, see Saul (20024).
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Consider first the example in which I falsely believed Ethelred to be
applying for a job as a waiter, and I wrote only about attributes relevant to
being a waiter. The audience took me to have conversationally implicated
that Ethelred was a poor philosopher. Because Grice’s third necessary
condition failed to be met, I claimed that I did notin fact conversationally
implicate this. However, now we have abandoned Grice’s conditions for
conversational implicature, and instead adopted a new understanding.
Since I clearly neither said nor conventionally implicated that Ethelred
is a poor philosopher, I conversationally implicated it—despite the fact
that I never would have imagined the audience would take me to have
done so. This result is a bit counterintuitive, and certainly at odds with
most thinking on conversational implicature.

Now consider the example of Patti Boulaye’s misreported utterance.
Boulaye clearly did not say that it was the time to support apartheid;
nor did she conventionally implicate it. However, this claim was a part
of the audience’s interpretation of her utterance. On the current view,
then, it was conversationally implicated—despite the fact that Boulaye
certainly didn’t think that the audience would work it out from her
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understandmg of conversational implicature woul
If one is willing to accept these difficulties, (AIE) can be maintained,
allowing the argument from (AIT) and (AIE) to (SOI) to be resurrected:

e (AIT): The truth-conditional intuitions of competent, rational speak-
ers who are fully informed of relevant facts track the audience’s
interpretation.

* (AIE): The audience’s interpretation divides exhaustively into what
is said and what is implicated.

e So, (SOI): For an utterance of a sentence S in a context C, the
truth-conditional intuitions of competent, rational speakers who are
relevantly well-informed must match the truth conditions of either
what is said or what is implicated by S in C.

The idea behind this argument is, structurally, a familiar one: If
our intuitions concern the audience’s interpretation, and the audience’s
interpretation divides exhaustively into what is said and what is impli-
cated, it will be natural to suppose that our intuitions must be tracking
either what is said or what is implicated. Any mistakes must be due to
mistaking what is implicated for what is said. So our intuitions must
match either what is said or what is implicated.
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As with the parallel argument from the Speaker Meaning Perspective,
however, we should not expect this argument to succeed: Simple
sentences show the conclusion of this argument to be false, even
under the current revisionary understanding of ‘implicature’. A brief
reminder: in Chapter 3, we examined the suggestion that any aspect of
the audience’s interpretation that is not said must be implicated. There
we saw that this understanding of implicature cannot help us to save
(SOI). We saw that we have truth-conditional intuitions that really do
not seem to reflect the audience’s state of mind in the way required
to uphold (SOI). The example that showed this involved Lois uttering
(4) to Miles.

(4) Superman leaps more tall buildings than Clark Kent does.

Intuitively, (4) is true, and this intuition does not disappear if we are
told that Miles is unenlightened. But, we saw, there is no intuition-
matching proposition that could form a part of an unenlightened
person’s interpretation of Lois’s utterance. So there can be no propo-
sition, said or implicated that matches our intuitions—even on the

current revision nd\m ure’. (SOI), thenﬁ must
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The 1n1tlally appealing au&lence orlented arguident for (SOI) goes
wrong in exactly the same way that the speaker-oriented one did. Even
i our truth-conditional intuitions are about either what is said or what
is implicated, we cannot assume that our intuitions must match either
what is said or what is implicated. Our intuitions are ours, and facts
about our psychology play a role in producing them. There is no reason
to assume that they must be a correct reflection of either what is said
or what is implicated—even if we are competent, rational, and fully
informed. This sort of worry will turn out to be very important when
we come to developing a positive view.

4.5 STRANGENESS OF (EOI)

Expressed or Implicated (EOI): For an utterance of a sentence S in a context
C, the truth-conditional intuitions of competent, rational speakers who are
relevantly well-informed must match the truth conditions of either what is
(semantically) expressed or what is implicated by S in C.

However plausible and appealing (EOI) may initially look, we should
not be surprised to find that the motivations we have examined for
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adopting it fall short of success. It is actually rather a strange assumption
to make, as we have begun to see. I think the idea that (EOI) is odd
also gains plausibility from a bit of reflection on some psychological
data. Although psychologists do sometimes postulate implicatures as a
source of error regarding truth conditions, they also look to many other
possible sources of error (even for rational, well-informed subjects). We
will examine just two examples here: the Wason selection task and the
Moses illusion.

4.5.1 Wason24

The Wason selection task involves—in its broadest outline—asking
people to judge which facts they need to know in order to evaluate the
truth of a conditional statement. Wason’s original task (Wason 1966)
presented subjects with cards that they were told had a letter on one
side and a number on the other. The cards were presented in such a
way that subjects could see only one side. They were then asked to
say which cards they would need to turn over in order to dctermine
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other “side’ (Wason 1966: 146). People are, in general very bad at
this task. They make terrible decisions as to which information they
would need to decide whether the claim in question is true or false.2
There is an enormous literature on this task, and there are many, many
explanations of why people make the mistakes that they do. Some
do turn on pragmatics, but others involve cheater-detection modules,
availability effects, confirmation biases, matching biases, and reasoning
schemas— to name just a few.26 The judgments called for in the Wason
test are judgments about what information is relevant to a decision
regarding truth-value. Nonetheless, implicature-based explanations are
just one sort among many that have been offered for the Wason
reasoning error. If errors in deciding what is relevant to decisions about
truth value can be explained in such a broad variety of ways, it seems
plausible to suppose that there may be a similar variety of explanations

24 The material in this section is taken, with minor alterations, from Braun and Saul
(2002), with kind permission of Springer Science and Business Media.

25 There are, however, certain logically equivalent tasks on which people perform very
well.

26 For a good overview of approaches to the Wason selection task, see Evans

et al. (1993).
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available for errors in decisions about truth values themselves. The
wide range of possible errors considered by psychologists suggests that
philosophers attempting to explain truth-conditional intuitions may
unduly limit themselves by focussing only on what is expressed and
what is implicated.?”

4.5.2 The Moses illusion28

The Moses illusion is best presented by example.2? Try to answer this
question:

(26) How many animals of each kind did Moses take on the ark?

If you are like most readers, you answered ‘two’. But, of course, that
answer is incorrect, for it was Noah, not Moses, who took animals
into the ark (according to the Biblical story). What makes your answer
puzzling is that you knew this fact about Noah (and Moses). Most
people similarly tend to judge that sentence (27) is true, even though
they ‘know better’.
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On the other hand, people tend not to make these’ mlstakes when the
name ‘Nixon’ is substituted for ‘Moses’ in either sentence. Experiments
strongly suggest that readers correctly understand the relevant sentences
(including the name) and that they are not misled by conversational
implicatures. If this is so, then there is some error taking place that
has nothing to do with implicatures; and Moses cases constitute clear
counterexamples to (EOI). Neatly all psychologists who have studied
this phenomenon agree that the correct explanation involves the fact
that most people associate similar features with the names ‘Moses’
and ‘Noaly’, for instance, being a Biblical character, receiving messages
from God, and performing important deeds involving water (Moses

27 Consideration of cases like this may also lead one to doubt the appropriateness
of assuming that intuitions are to be explained in terms of any intuition-matching
proposition. I think such doubts are wholly appropriate, but in this chapter my goal
is the fairly modest one of arguing that it is wrong to assume that intuitions must be
explained in terms of expressed or implicated intuition-matching propositions.

28 The material in this section is taken, with minor alterations, from Braun and Saul
(2002), with kind permission from Springer Science and Business Media.

29 The Moses illusion was first studied (and named) in Erickson and Mattson (1981).
Subsequent studies include Reder and Kusbit (1991); Kamas et al. (1996); and Hannon
and Daneman (2001).



The Enlightenment Problem 101

parted the Red Sea). According to one explanation (Reder and Kusbit
1991), the overlap of features associated with the two names causes
readers to make errors when they draw on their memories to answer the
(correctly understood) question or to evaluate the truth of the (correctly
understood) indicative sentence.

In these experiments, subjects’ mistakes are clearly not due to factual
ignorance. So, as with our own intuitions about simple sentences,
another explanation must be sought. But, as we have seen, explanations
involving implicatures are only one sort among many that psychologists
consider. This suggests, it seems to me, that we philosophers may
have a tendency to unduly limit ourselves. Truth-conditional intuitions
are determined by complex psychological processes. Prima facie, any
number of factors could throw these intuitions off. For instance, when
you decide whether some utterance of (2) is true or false, given a certain
set of facts, you are influenced by (at least) which facts you take to
be relevant and what you take their relevance to be; how well you
recall relevant background facts; how long and hard you think about
background facts; and any number of biases and the like. Or you may
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(as subjects in the Moses experiment seem to be). “Fhere is no reason to
assume that errors in truth-conditional intuitions could only be due to
a confusion of what is expressed with what is implicated. (EOI) does
not, then, seem likely to be true.30 In Chapter 6, we will look in more
detail at psychological results indicating factors that might influence
intuitions about simple sentences.
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4.6 CONCLUSION

In the previous chapters, we surveyed accounts that attempt to explain
our truth-conditional intuitions about utterances of simple sentences as
resulting from some proposition, expressed or implicated, whose truth
conditions match those that we intuitively assign to the utterances. All
of these accounts failed. So in this chapter, we examined the motivation

30 Again, consideration of this example may lead one to doubt more than just the
truth of (EOI). It may—and probably should—lead one to doubt that intuitions must
be explained in terms of intuition-matching propositions, even if these propositions are
not required to be expressed or implicated. I agree with this thought, and will discuss it
at some length in the chapters to come.
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for restricting our theoretical options to just accounts of these sorts.
That is, we examined the principle (EOI) and how its acceptance might
be motivated. In particular, we looked at arguments that might make
(EOI), or its more Gricean correlate (SOI), appear to be plausible. We
saw that key premises of these arguments were false. We then considered
new understandings of implicature on which these premises would be
true. It turned out not only that these new understandings brought
with them new and serious difficulties, but also that the arguments
for (SOI) were not, on closer inspection, nearly so appealing as they
first appeared. They should really never have been taken to provide
support for (SOI). We saw that psychologists do not seem to assume
the truth of any principle like this, a fact that called attention to the
many and various complex psychological processes that may play a role
in producing our intuitions. As far as I can tell, there is no reason at all
to suppose that the truth conditions indicated by our intuitions must
match those of either what is expressed or what is implicated. In the
next chapters we will consider the prospects for accommodating simple
sentence intuitions once we abandon the limitation to what is expressed
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5
Abandoning (EOI)

In this chapter, I begin to look for solutions to the Enlightenment
Problem. The natural place to start such a search is with accounts that
reject the problematic assumption discussed in the last chapter, (EOI).

Expressed or Implicated (EOI): For an utterance of a sentence S in a context
C, the truth-conditional intuitions of competent, rational speakers who are
relevantly well-informed must match the truth conditions! of either what is
(semantically) expressed or what is implicated by S in C.

Although there has been a widespread tendency to offer theories that
accord with (EOI this has by no means been umversal There are
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really do not deviate very far. Some such theorles remain extremely close
to (EOI) in spirit. In this chapter I examine two otherwise very different
ways of accommodating intuitions, those offered by Scott Soames
(2002) and Kent Bach (1994). Although neither of these theorists
has written on simple sentences, their general semantic and pragmatic
frameworks make available new forms of responses to simple sentences,
ones that would involve violating (EOI).2 It turns out, however, that
these responses too fall victim to the Enlightenment Problem. This
helps us to begin to see more clearly what it is that gives rise to the
Enlightenment Problem. At the end of this chapter, I begin looking for
accounts that move yet further away from the picture that gives rise
to this problem. In this chapter, I will consider and reject one such
account. In the next chapter, I move toward more viable solutions to
the problems posed by simple sentences.?

1 Recall that by ‘truth conditions’ I mean actual truth value and truth values when
evaluated in other possible worlds.

2 Although these responses are available to these theorists, I am not claiming that they
would endorse such accounts.

3 Thomas Ede Zimmerman (2005) has proposed an account that may also violate
(EQI), although this is not entirely clear. According to him, anti-substitution intuitions
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5.1 BACH: ELEMENTS OF SPEAKER MEANING

Kent Bach rejects the idea that one’s options in semantic and pragmatic
theorising should be restricted to what is semantically expressed and what
is implicated. Bach, then, rejects (EOI). For Bach, ‘what is said’ refers
to what is semantically expressed. Because the proper understanding of
‘what is said’ is a matter of intense controversy, and because Bach and
Soames use the phrase very differently, I am going to avoid it in my
discussions of both accounts. For clarity’s sake, I have replaced Bach’s
uses of ‘what is said’ with ‘what is expressed’.

The situation may be described in Gricean terms: the distinction between what
is [expressed] and what is implicated is not exhaustive. (Bach 1994: 124)

For Bach, what is expressed is to be identified with semantic content.
And semantic content is tightly constrained by linguistic meaning. As
Bach explains it:

.if any element of the content of an utterance, i.e., of what the speaker

sl R by T

Bach holds that what speakers mean—what they mtend to convey—is
often nor what their utterances semantically express.# What speakers
mean, for Bach, generally includes far more than what is semantically
expressed. Conversational implicatures are one sort of thing that speakers
mean beyond what is semantically expressed. Another, however, are
conversational implicitures (Bach’s own term).

about names that have changed (like ‘Leningrad’/‘St Petersburg’) are to be dealt with
semantically while others should be dealt with pragmatically. On his pragmatic story, an
enlightened audience would understand a speaker known to be enlightened who utters
‘Superman leaps more tall buildings than Clark Kent as conveying roughly 7 would have
said ‘Superman leaps more tall buildings than Clark Kent’ if I had believed that the bearers
of Superman’ and ‘Clark Kent’ were distinct. But this runs into problems. Imagine an
enlightened speaker who has been wrongly informed that Lois found the reporter look far
more attractive than the Superhero look, and that this affected her sex life. This speaker
says ‘Lois slept with Clark but she didn’t sleep with Superman’. An enlightened audience
who knows more about Lois’s love life will take this to be false. But Zimmerman’s
account cannot explain this intuition. According to that account, the speaker conveys /
would have said Lois slept with Clark but she didn’t sleep with Superman’ if I had believed
that the bearers of Superman’ and ‘Clark Kent” were distinct. This proposition is clearly
true, so it cannot explain the intuition of falsehood.

4 In this, he departs from Grice in an important way. As we noted in Chapter 4, Grice
insists that being meant is a necessary condition for being said.
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Consider, for example, an utterance of (1).
(1) Jack and Jill are married.

For Bach, (1) semantically expresses a claim that would be true even
if Jack and Jill were married to, say, Kevin and Kathy, rather than to
each other. But, Bach maintains, a speaker is very unlikely to mean
something like that by their utterance of (1). Instead, they will mean
something like what is expressed by (1*).

(1*) Jack and Jill are married to each other.

What is expressed by (1*) is what an utterance of (1) would typically
carry as a conversational impliciture. It is, roughly, the most minimal
proposition that a typical utterer of (1) could be said to mean.

Here is what Bach says about conversational implicitures:

Implicitures go beyond what is [expressed], but unlike implicatures, which are

additional propositions external to what is [expressed], implicitures are built

out of what is [expressed]. Even when there is no figurative use of words or

phrases, as in metaphor, in impliciture. . . what the sentences mean does not

fully determine, even after ambiguities are resolved and indexical references are
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For Bach, then, what speakers mean by their assertive utterances is
made up of three elements: (sometimes) what is semantically expressed,>
conversational implicatures, and conversational implic7tures.® Implici-
tures are closely connected to what is expressed, but they go beyond it
in the ways that are needed to arrive at a proposition that the speaker
means. Implicatures are also meant by the speaker, but they depart yet
further from semantic content.

Conversational implicitures, Bach claims, may have a particularly
confusing effect on attempts to base semantic theories on intuitions. He
writes,

People’s spontaneous judgments or ‘intuitions’ provide data for semantics, but
itis an open question to what extent they reveal semantic facts and should there-
fore be explained rather than explained away. Since, as I am suggesting, they are
often responsive to non-semantic information, to what is implicit in what is [ex-

pressed] but not part of it, they should be treated cautiously. (Bach 20014: 23).

5 Recall that, for Bach, what is semantically expressed may be meant by the speaker,
but also may not be. He does not take being meant to be a necessary condition for being
semantically expressed, although he does take it to be a necessary condition for being
implicated or implicited.

6 Bach denies the existence of conventional implicatures. See Bach (1999).
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Intuitions about assertive utterances may reflect not what is expressed
but instead conversational implicitures.

To see how this works, consider again a typical utterance of (1). Many
people have the intuition that (1) is false if Jack and Jill are married
to Kevin and Kathy. Bach maintains that this intuition comes from
focusing not on what (1) expresses—a claim that would be true under
those circumstances, but instead on what an utterance of (1) is likely to
carry as a conversational implicicure—what (1*) expresses. The reason
that it is so natural to focus on (1*) according to Bach, is that a speaker
is far more likely to mean what (1*) expresses than what (1) expresses.
Bach holds that we are often unaware of divergences between what is
meant and what is expressed. We must, he says, ‘invoke the distinction
between what is [expressed] and what is meant, and remember that
intuitions tend to be insensitive to that distinction” (Bach 20014: 30).

For a proponent of Bach’s view, then, we have not yet canvassed all the
options for explaining simple sentence intuitions. In particular, we have
neglected the very important category of conversational impliciture. This
category is especially important for Bach when it comes to explaining

how our 1ntu1t10 Iesh th n, be neglected. o
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This is that our truth-conditional intuitions are duenot to the semantic

content of utterances of simple sentences or to what is implicated by

them, but instead to the conversational implicitures that they carry. On

this proposal, then, (2) expresses a necessary falschood—but we take it

to be possible for an utterance of (2) to be true because we are focusing

not on what (2) expresses but instead on conversational implicitures it
might carry.

(2) Superman leaps more tall buildings than Clark Kent.

Although (2)’s semantic content must be false, an utterance of it may
carry a conversational impliciture that is true.

In order for this proposal to succeed, we need a proposition with
the right truth conditions that might be a conversational impliciture
of an utterance of (2). That is, we need a conversational impliciture
whose truth conditions match those indicated by our truth-conditional
intuitions about (2). These intuitions, as we saw in Chapter 2, display
considerable contextual variation: sometimes substitution inferences
involving simple sentences seem perfectly acceptable to us and sometimes
they don’t. We judge utterances of (2) to be true, and (2¥) to be false.

(2*) Superman leaps more tall buildings than Superman does.
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According to these intuitions, substitution of co-referential names in
simple sentences fails. But we also accept some substitution inferences,
as with typical utterances of sentences (3) and (3*)

(3) Superman is hungry.
(3*) Clark is hungry.

Moreover, our intuitions about a single sentence may shift with context.
Imagine first a context in which we (all of us enlightened) are contrasting
the traits that we associate with ‘Superman’ and ‘Clark Kent—one is
bold while the other is shy, one flies while the other does not, one is
successful with women while the other is not, and so on. In this context,
an utterance of (4) will seem false.

(4) Clark leaps tall buildings.

But now consider a very different context, in which we are all very
recently enlightened, and working hard to come to terms with the
shocking new facts we have learned about the shy reporter’s secret life,
by listing off all the things that Clark has secretly been doing. In this

context, an utterance of (4) will seem true.
L
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the contexts where substitution intuitively succeeds, we have no such
need—the truth conditions indicated by our intuitions match those
of what is expressed.) It is hard to see what this proposition could be,
other than the sort of proposition Moore and Forbes propose—one that
involves aspects or modes of personification. We'll take it, then, that
something like (2F) would be the impliciture that we need to explain
our intuition that (2) is true.

(2F) Superman, so-personified, leaps more tall buildings than Clark Kent,
so-personified.

If an utterance of (2) carried (2F) as an impliciture, we could explain
our intuition that this utterance was true: it was due to our focusing
not on what the utterance expressed, but rather on its conversational
impliciture, something like (2F).

But now remember the case of Lois and Miles. Lois utters (2F) to
Miles as an explanation of why Superman seems so much more exciting
to her than Clark, and, intuitively, her utterance is true. Our intuitions
about this case are, as we saw in Chapters 2 and 3, completely unaffected
by information about whether Lois and Miles are enlightened. (This is,
of course, the Enlightenment Problem.) Can our Bach-based account
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cope better with this problem case than the other accounts that we have
considered?

In order to explain our intuition that (2) is true as arising from a
conversational impliciture like (2F), the Bach-based account would need
to claim that this impliciture is present even if Lois and Miles are both
unenlightened—since the intuition 4s present in such a case. But (2F)
cannot be implicited unless Lois means (2F) when she utters (2) —and if
she is not enlightened, there is no reason whatsoever for her to intend to
convey a proposition about modes of personification (or aspects). After
all, if she is unenlightened she will take herself to be speaking about
different individuals—why would she wanz to communicate something
more complicated?”

One might suppose that Bach could reply to this by invoking
some category other than implicitures to explain cases in which our
intuitions err. But it is important to note that any such explanation,
for Bach, must be cast in terms of speaker meaning. Bach’s focus, in
explaining incorrect intuitions, is consistently on speaker meaning. His
methodological cautions are always cast in these terms: we must ‘invoke

the distinction ati p Jjand what is meant\ and

RE&T d@jﬁ o/in eii itive o that distinction’,
Bach (2002: 3()) So any new intuition-explaining c: cﬁtegory Bach might
postulate looks likely to be some element of speaker meaning. And the
example above shows that that this will not work. Our anti-substitution
intuitions do not track what speakers mean, or even what they are able
to mean— there will be cases, then, in which there is no proposition
meant by the speaker that matches the truth conditions indicated by
our intuitions. The Enlightenment Problem remains.

5.2 SOAMES: SEMANTIC CONTENT, ASSERTION,
IMPLICATURE

5.2.1 Soames’s framework

Scott Soames’s recent work in Beyond Rigidity (2002) —which offers a
view very different from his earlier work with Nathan Salmon—can
be used to motivate an alternative sort of account of simple sentence
intuitions, again one that abandons (EOI).

7 Aswe saw in Chapter 3 (§3.1.2.2), it is implausible to suppose that all of us—or even
just the unenlightened—always mean something aspect-sensitive by such utterances.
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Expressed or Implicated (EOI): For an utterance of a sentence S in a context
C, the truth-conditional intuitions of competent, rational speakers who are
relevantly well-informed must match the truth conditions of either what is
(semantically) expressed or what is implicated by S in C.

His taxonomy, like Bach’s, is one that allows intuitions to be explained
by propositions other than those that are semantically expressed and
those that are implicated. For Soames, a third and particularly important
alternative is that our intuitions may instead be due to what is asserted.
In Beyond Rigidizy, Soames contrasts semantic content (what is
semantically expressed) with what is asserted. For Soames, the semantic
content of a sentence § 75, roughly, what is asserted by all literal,
non-ironic, non-metaphorical utterances of § by competent speakers.8
The idea here is that any sentence can be used to make a wide
variety of assertions, but that there will be a common core to all these
assertions— the sentence’s semantic content (what is expressed). Soames
does not offer a definition of ‘assertion’. However, he does give us some
necessary conditions for asserting. Here is one relevant passage:

what an assertlve utterance of a sentence s counts as assemng depends not only
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is to be interpreted in the hght of them . In order for | p to be asserted by an
utterance of a sentence, it is not enough that conversational participants be in
possession of information which together with the speaker’s utterance, might,
after long or careful consideration, support an inference to p. Rather, the speaker
must have reason to believe both that p is a potentially direct, immediate, and
relevant inference for all conversational participants, and that the conversational
participants recognize this belief of the speaker. (Soames 2002: 79)

An assertive utterance of s, then, will only assert that p if the speaker
has reason to believe that (a) the audience could immediately infer that
p from the utterance and (b) the audience takes them to believe this.
Elsewhere, Soames writes that a speaker must zntend to convey that p in
order to assert p:

[TThe speaker commits himself to p, in the sense of endorsing p as something to
be accepted by members of the conversation; of being responsible to defend p;
and of being accountable if p is shown to be false. Intending to undertake such
a commitment is a necessary condition for intending to convey p, and hence
for asserting p, in the senses of these expressions that I have in mind. (2002: 73)

8 Soames’s full characterisation includes qualifications and refinements that are not
relevant to our discussion here. For details, see Soames (2002: 55—-70).
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Slightly confusingly, however, Soames also seems to hold out the
possibility that one may assert that p even when one does not intend to
convey p:

[TThe information asserted by an utterance is standardly a part of the infor-
mation that the speaker intends to convey by the utterance. (2002: 72; italics
mine)

The above quotation does not seem to fit well with the idea that an
intention to convey that p is a necessary condition for asserting that p.
The most charitable way to understand Soames, it seems to me, is to
take the passages that seem to commit him to this necessary condition
as instead meant merely to commit him to this condition holding iz
standard cases. This immediately raises the issue of when the condition
fails to hold. Soames gives us some indication of what circumstances he
has in mind as exceptions:

[A] speaker who asserts p thereby intends to convey p, in the sense that I am
using these terms (except perhaps in unusual situations in which the speaker is
seriously mistaken about what he is asserting, and so does not realize that he is

asserting p). (200 &
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which the speaker is seriously mlstaken about what they are asserting.
It seems most natural to assume that these cases will be ones in which
a speaker is importantly mistaken about the linguistic meaning of the
sentence that they are assertively uttering. I take it that such cases
include those in which the speaker is not fully competent with the
words they are using, and possibly those in which they unwittingly utter
the wrong words through a slip of the tongue. On this understanding of
Soames, such a speaker may still count as asserting the proposition that
is the semantic content of the sentence that they utter. So, for example,
consider a non-native speaker of Spanish who mistakenly utters (5),
when they should have uttered (5%).

(5) Estoy embarazado.
(5*) Estoy azorado.

Such a speaker may unfortunately count as having asserted that they are
pregnant—when they intended to assert that they were embarrassed.?
I will assume, in what follows, that Soames means intending to convey

9 Thanks to Joe Saul for his demonstration of this mistake, and for his willingness to
allow me to share it with others.
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that p to be a necessary condition for asserting that p except in cases like
this one (and perhaps cases of slips of the tongue).1°
Soames means assertion to be a very expansive notion. For example,
he takes it that, in the right circumstances, a terrorist who utters ‘T will
detonate my bomb if my demands are not met’ may count as asserting
that they will kill thousands of people if their demands are not met
(2002: 79). Any utterance may assert many propositions, and it may
even be indeterminate which proposition is asserted. Thus, assertion is
very different from semantic content (what is expressed). Soames takes
what is said to be what is asserted. To avoid confusion, I will use only
the phrase ‘what is asserted’ for this notion in my discussion of his view.
Soames argues that intuitions commonly taken to reflect semantic
content sometimes reflect instead what is asserted. Most speakers,
Soames claims, do not distinguish between these notions when they are
asked about what a sentence means, or about whether some utterance is
true. Instead, Soames suggests, speakers will tend to focus on what is, or
might be, asserted by a sentence. Thus, we should not expect intuitions
about meaning or truth conditions to be a good guide to the theoretical
tent=—they oft t instead-what i is asserted\
, h@ ELTB‘AQ LTE on. @mﬁiﬂ count! ituitions
may be explained as reflecting what is asserted rather than just what is
expressed or what is implicated.

5.2.2 Soames and simple sentences

A Soamesian, then, could offer an alternative explanation of simple
sentence intuitions—one on which our mistaken truth-conditional
intuitions about utterances of simple sentences are due not to what they
implicate, but to what they assert. Our task now is to see whether such
a story can succeed.

Soames does not discuss apparent substitution failures in simple
sentences. However, his view on apparent substitution failures in belief-
reporting utterances is one that could perhaps be adapted to cover simple
sentences.!! According to Soames, a name’s contribution to semantic

10 More specifically, I assume above that Soames means the intention condition to
apply in normal cases, and that the abnormal cases will be ones in which a speaker
utters a sentence whose semantic content is other than they take it to be. I do take this
to be the most plausible interpretation of his view. However, I consider an alternative
interpretation in footnote 13.

11 This view is not without its own problems, of course. For a discussion of some of
them see Braun (2002); Salmon (2003); Braun and Sider (Forthcoming).
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content is always just its referent. As a result, substitution of co-
referential names always preserves semantic content and therefore truth
conditions. However, he maintains that our name-involving utterances
often carry with them assertions beyond their semantic content, and
that these asserted propositions—which are descriptive—explain our
intuitions. So, for example, consider utterances of (6) and (6*).

(6) Lois believes that Superman can fly.
(6*) Lois believes that Clark can fly.

For Soames, (6)’s truth guarantees the truth of (6*). But this, of course,
clashes with the standard intuition that (6*) might be false even if (6) is
true. Soames would suggest that our intuition that (6*) is false derives
from the fact that utterers of (6*)—which is true (assuming that (6) is
true) —typically also assert what is expressed by (6**):

(6™*) Lois believes that Clark, the bespectacled reporter, can fly.

(6™) is, of course, false, since Lois doesn’t have a belief with the content
that Clark, the bespectacled reporter, can fly. (Although she has a belief

T e
s e@t@ﬂ Jof being alb ﬁs cracléd reporter
and flying.) Thus, intuitions that scem to count against substitution
of co-referential names in belief reports really derive from mistakenly
focusing on what is asserted by belief-reporting utterances.

More generally, Soames maintains that our ordinary utterances of
sentences with names in them very often involve the assertion of
descriptive propositions. So, for example, in a discussion among a group
of disgruntled Democrats, Ray’s utterance of (7) may well also assert
the semantic content of (7A) or (7B):

(7) Bush wants to launch another invasion.
(7A) Bush, the illegitimate leader, wants to launch another invasion.
(7B) The illegitimate leader wants to launch another invasion.

It is perhaps worth noting that Soames also acknowledges the possibility
of an indeterminacy in what is asserted—it may well be indeterminate
whether Ray asserted (7A) or (7B), or both.

A first thought on adapting this story to cover simple sentence puzzle
cases would be the suggestion that perhaps the descriptive assertions
carried by sentences involving names could explain our anti-substitution
intuitions about simple sentences. Substitution of co-referential names
will always preserve truth conditions, as far as semantic content goes.
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Buct utterances of simple sentences, on this Soamesian story, assert many
things beyond their semantic content. An utterance of (2), then, may
assert (2A) or (2B); while an utterance of (2*) may assert (2*A) or
(2*B)—or both.

(2) Superman leaps more tall buildings than Clark Kent.

(2A) Superman, the caped crusader, leaps more tall buildings than Clark Kent,
the bespectacled reporter, does.

(2B) The caped crusader leaps more tall buildings than the bespectacled
reporter does.

(2*) Superman leaps more tall buildings than Superman does.

(2*A) Superman, the caped crusader, leaps more tall buildings than Superman,
the caped crusader, does.

(2*B) The caped crusader leaps more tall buildings than the caped crusader does.

This suggestion, however, is utterly ineffectual for making sense of our
anti-substitution intuitions. Intuition has it that an utterance of (2) can
be true. But (2A) is clearly false on Soames’s view. (On Soames’s view,
Superman, the caped crusader, simply is Clark Kent, the bespectacled
reporter—whatever anyone believes about him—so (2A) is false.) We
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more complicated with respect to (2B) —if the descrlptlons are umquely
referring, then (2B) must be false; but if the descriptions do not uniquely
refer, (2B) simply lacks a truth value. In neither case, however, is the
asserted proposition (2B) true. The intuition that (2) is true, then, is not
explained by pointing to one (or both) of these asserted propositions.

A story based on Soames’s view of assertion could, however, explain
the intuition if a proposition like those that Moore and Forbes take to be
expressed is asserted. One suggestion would be, then, that an utterance
of (2) that seems true does so because it asserts something like (2F):

(2F) Superman, so-presented, leaps more tall buildings than Clark Kent,
so-presented.

(2F), recall, is true—Dbecause Superman does leap more tall buildings
when presenting himself in the ‘Superman’-labelled way than he does
when presenting himself in the ‘Clark’-labelled way.!2 Since (2F), unlike
(2A) and (2B), is true, the intuition that an utterance (2) is true could
derive from the fact that the utterance in question asserts what (2F)
expresses.

12 See Chapter 2, part 2, for details.
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But (unsurprisingly, by now) this proposal does not evade the En-
lightenment Problem. Consider again Lois’s utterance of (2), in a
conversation with Miles. Unless Lois is enlightened, she will have no
reason to suppose that anything other than individuals are relevant to her
utterance. She will not, then, intend to be interpreted as communicating
anything about modes of presentation or aspects. So she won’t assert
anything like (2F) unless she is enlightened. Moreover, asserting (2F)
would require that she at least take her audience to be enlightened as
well—otherwise she would not think that they could work (2F) outas an
immediate consequence of her utterance.!? Yet Lois’s enlightenment or
lack thereof does not seem to have an impact on the intuition that her ut-
terance of (2) is true. As we have seen in earlier chapters, the intuition that
(2) is true remains even after we have been told that Lois and her audience
are unenlightened. This intuition does not track the speaker’s enlight-
enment as it would need to if it were to be explained in terms of asser-
tion—which depends (in part) upon at least the speaker’s state of mind.

One might attempt a response on the Soamesian’s behalf: Soames
only requires that asserted propositions be intended i normal cases. If we

d d Lois knowing é@ﬂ aningjof (2), 5‘?%% her utterance
normal one--she could st (2F) whhot intondin

do so. But it just seems wrong and question-begging to insist that Lois
fails to know the meaning of (2). She seems like a competent speaker
of the language and competent user of ‘Superman’ and ‘Clark Kent'.
To count anyone who is not aware of a double life as not knowing
the meaning of a sentence about the person who leads that life seems a
drastic and implausible move.!4

13 Tt may also be that the audience needs to be enlightened, so that they can in fact
get to (2F) as an immediate inference. This is not clear from Soames’s discussion.

14 One can, however, make this move, insisting that our intuitions about this case
are to be explained as due to an asserted proposition that plays no role at all in the
mental lives of conversational participants—since they do not know the meaning of the
sentence uttered. This will have many features in common with the proposal discussed in
section 5.4 of this chapter, and it will suffer from the same problems. Alternatively, one
might maintain that aspect-sensitive propositions may be asserted by utterances of simple
sentences even when speakers clearly do not intend to convey these propositions—and
even though they do understand the sentences that they utter. For this interpretation, one
needs to understand non-standard cases, for Soames, as somehow including these. T am
not entirely clear on what non-question-begging criterion could do this. However, if one
adopts this interpretation then Soames has available to him the view that aspect-sensitive
propositions really are asserted in the relevant cases—even though these propositions are
not intended by the speakers. Again, this will suffer from much the same problems as the
view discussed in section 5.4 of this chapter.
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5.3 SOME DIAGNOSIS

The Enlightenment Problem is quite clearly not just a problem for the-
ories that focus exclusively on what is semantically expressed and what is
implicated. Views based on Bach’s and Soames’s taxonomies fare no bet-
ter than those based on (EOI). Moreover, they seemed to fail for related
reasons: there are cases—like the Lois and Miles case—in which our in-
tuitions do not correspond to any proposition that fits their taxonomies.
For Soames, the semantic content of Lois’s utterance of (2) did not accord
with our intuitions; and there was no proposition according to our in-
tuitions that might have been asserted or implicated by Lois’s utterance.
For Bach, there was no proposition corresponding to our intuitions that
might have been expressed, implicated, or implicited by Lois’s utterance.

Despite the differences in semantic and pragmatic frameworks, and
the differences in terminology, the failures of Soames’s and Bach’s
accounts to offer a mechanism for explaining simple sentence intuitions
was due to a common feature: there is no proposmon Lois might have
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the accounts we surveyed in Chapters 2 and 3 as ‘well. Other factors
that played a role: there was no such intuition-matching proposition
that Lois would have expected her audience to work out; there was no
such intuition-matching proposition that Lois’s audience 4id work out;
there was no such intuition-matching proposition that Lois’s audience
could work out. In short, there was no intuition-matching proposition
that could have played the right sort of role in the conversational
participants’ minds.

The sensible question at this point, it seems to me, is why there
has been so much concern over the role that an intuition-matching
proposition might play in conversational participants’ states of mind.
Our intuitions, after all, are ours. It is a fact about my mental life that
have some intuition 7. It is a fact about your mental life that you have
some intuition j. An explanation of how I come to have intuition 7,
then, should turn on facts about my mental life; and an explanation
of how you come to have intuition j should turn on facts about your
mental life. So why should it be that the states of mind of conversational
participants restrict what explanations are available for 7y intuitions?
Prima facie, there would seem to be no good reason.
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5.4 MOVING FURTHER FROM (EOI)

If these reflections are right, then the way to solve the enlightenment
problem may be to focus on the psychological processes of those whose
intuitions are being explained. This suggests the need for a new sort
of account—one on which explanations of o#r intuitions turn only on
claims about our states of mind.

Itis important to appreciate what a large switch this is from traditional
thinking about semantics. It has for some time now been clear that there
are many sorts of utterances whose truth conditions seem, intuitively,
to vary with context. A natural first move is to try to accommodate
these intuitions in semantics, by offering a semantic theory on which
truth conditions actually do vary with context. The elements which
can effect such contextual variation are hotly debated: some insist that
the only legitimate factors are ‘objective’ ones such as speaker, location,
and time; others want to widen contextually relevant factors to include
factors like speaker intentions and audience 1nterests (Accounts of
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intuitions is, of course, to explam them away. ‘When this is done,
pragmatic notions like implicature (or, as we’ve seen impliciture or
assertion) are often invoked. Sometimes, however, explanations are not
this specific—they discuss how conversational participants’ perspectives
might affect their intuitions without utilising such notions. Always,
however, the explanations are in terms of the conversational participants’
perspectives.

It seems to me that this is a mistake. The states of mind of con-
versational participants are the logical place to look for explanations of
the intuitions of conversational participants. But it is far from obvious
that they are the logical place to look for explanations of our intuitions.
And if what I have argued thus far is right, our intuitions (about simple
sentences, at least) cannor be explained by looking to the states of
mind of conversational participants—even if we do look beyond what
is expressed or implicated. And this means that the standard ways of
thinking about contextually varying intuitions must be rejected. We
must not confine ourselves to considerations that are available or salient
to conversational participants—looking at their perspectives may well
be a mistake when it is not their intuitions that we are seeking to explain.

sl
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Now we have a new place to look for an explanation of our intuitions
about simple sentences: our states of mind. Our intuitions might
err due to facts about our own psychology, rather than facts about
conversational participants’ psychology. This thought allows us to
take seriously the idea that our intuitions might be explained by our
grasp of some proposition that the conversational participants simply
wouldn’t entertain. We need no longer rule out an explanation that
(for example) utilises aspect-sensitive propositions that unenlightened
conversational participants would not consider: our intuitions might
well be due to such a proposition. In the remainder of this chapter, I
suggest an explanation that makes use of just such intuition-matching
propositions. This explanation fares better than ones that are constrained
by the perspectives of conversational participants. Nonetheless, it faces
serious difficulties. In particular, it fails to evade the Aspect Problem
(discussed in Chapters 2 and 3). But, in the following chapter, I suggest
a different sort of story, one that is both immune to these problems and
independently plausible.

4.1, A first HrEﬁﬁ &lﬁ;t‘&“ﬂ“‘{b

This account cakes its inspiration from the thougﬁt that an intuition-
matching proposition need not be expressed, implicited, implicated,
asserted, meant, or understood by the audience in order to play a role
in explaining my intuitions. As long as / grasp that proposition, and as
long as my intuitions can be explained as arising from that proposition,
there is no reason to care about what role it plays in the mental lives of
others—such as the conversational participants.

This sort of account could explain errors in our intuitions as due
to aspect-sensitive propositions that we entertain, without making any
commitments at all about the role these propositions play in the
mental lives of conversational participants. According to this account,
then, simple sentences do not express aspect-sensitive propositions.
The names occurring in them have their referents as sole semantic
contribution. Thus, utterances of (2) and (2*) express the same propo-
sition and have the same truth value (indeed also the same truth
conditions—the same truth values when evaluated at other possible
worlds).

(2) Superman leaps more tall buildings than Clark Kent.
(2*) Superman leaps more tall buildings than Superman.
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On this account, aspect-sensitive propositions make a difference to
our intuitions. The propositions that make this difference, however,
need not play any particular role in the mental lives of those having
the conversation we are considering. For example, when we evaluate
sentence (2) we are led astray by entertaining a proposition like that
expressed by 2M).

(2) Superman leaps more tall buildings than Clark Kent.
(2M) Superman’s ‘Superman’-aspect leaps more tall buildings than Superman’s
‘Clark Kent’-aspect.

Because (2M) could be true, it wrongly seems to us that (2) could
be true. This explanation has a familiar feel to it. As far as our psy-
chology goes, it is just like the implicature explanations that we have
already examined and dismissed (or like the impliciture story, or like
the assertion story): the idea is that our truth-conditional intuitions
are led astray by our entertaining some proposition other than the one
expressed by the sentence—and that this other proposition has just the
truth conditions indicated by our intuitions. The difference comes from
the fact that this explanation, unlike the others, confines itself to claims
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for the conversational participants—that (2M) is implicated, that the
speaker means (2M), that the speaker asserts (2M), or that the audience
grasps (2M). These sorts of claims, as we have seen, are the ones that
get theorists into trouble in explaining our intuitions— conversational
participants’ states of mind may change without our intuitions chang-
ing. This mismatch between our states of mind and conversational
participants’ states of mind is what produces the Enlightenment Prob-
lem. So the idea behind this account is to abandon these problematic
commitments regarding the intuition-matching aspect-sensitive propo-
sition—while keeping the claim that it is responsible for our intuitions.
And this seems a promising strategy: the propositions needed to explain
our intuitions are ones only the enlightened are likely to grasp, but we
are enlightened. So problems like those that come from considering the
states of mind of unenlightened conversational participants will simply
not arise.

5.4.2 Why entertain aspect-sensitive propositions?

The first problem for this account emerges when we consider the
question of why it is that we might be entertaining these aspect-sensitive
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propositions and getting confused by them—after all, they are neither
expressed nor implicated. How do we come to think about them, and
to be confused by them?

One might suppose that we come to think about an aspect-sensitive
proposition when we encounter (2) simply because we are aware that
(2) cannot express a truth.

(2) Superman leaps more tall buildings than Clark Kent.

Trying to be charitable to whoever has uttered (2), we move to thinking
of some related proposition that could be true. We arrive, perhaps, at
something like the aspect-sensitive (2M).

(2M) Superman’s ‘Superman’-aspect leaps more tall buildings than Superman’s
‘Clark Kent’-aspect.

After this charitable effort, we get confused and think that (2) is true,
because now we are thinking about (2M). This story, however, is rather
strange. After all, on this story the reason that we start considering
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well conclude that the utterer of (2) wanted to convey what’s expressed
by (2M), but once we've judged that (2) is false it is difficult to see
how anything about (2M) would persuade us otherwise. This story is
especially poor at explaining the persistent intuitions of (2)’s truth that
many people experience, and on which some base semantic theories.
This explanation does well at explaining how people who really think
(2) is false might understand the utterances of those who think it is true.
But it does nothing to explain why it is that enlightened people may
think—either briefly or enduringly— that (2) is true.

An alternative story is only marginally better. On this story, when
we encounter an utterance of (2) our initial intuition is one of truth.
Then we realise that (2) can’t be true. Now the charitable routine kicks
in again, and we generate (2M) in order to be generous to the person
who uttered (2). The fact (2M) is true—which accords with our initial
intuition—adds to the confusion generated by considering (2M), and
we therefore take (2) to be true. This may be a reasonable story of how
we might come, eventually, to consider an aspect-sensitive proposition.
However, it is decidedly a non-starter as an explanation for the initial
intuition that (2) is true—this intuition, our main subject matter, isn’t

addressed at all.
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What these two failed efforts show is that we need a story on which we
consider (2M) as soon as we encounter (2). Only such a story can explain
the initial intuition that (2) is true. On such a story, we don’t need to
go through any reasoning process like those suggested above—because
we always entertain aspect-sensitive propositions when we encounter
sentences involving names of those that we know to live double-lives.
This story could be motivated by the fact that we need to have a
way to keep track of those leading ‘double lives’. Although sometimes
we want to reflect on the fact that one individual both writes for the
Daily Planet and stops speeding trains/bullets, much of the time such
reflection would only confuse us. After all, we need to be able to think
sensibly about the thoughts of those who don’t realise that ‘Superman’
and ‘Clark Kent’ co-refer, and to remember which things will be done
in which outfit. Much of the time, then, it will be useful to us to focus
not on the individual, but on his separate aspects. We get in the habit,
then, of entertaining aspect-sensitive propositions on a regular basis.
This habit leads us into trouble, as our focus on these aspect-sensitive
propositions sometimes causes us to give the wrong verdicts on the truth
of utterances of -

WL il syl Bl R G R GRI
account has a certain superficial appeal it starts to look far less likely
when we give some thought to what is involved in entertaining propo-
sitions. Entertaining a proposition seems as though it must involve, at a
minimum, representing that proposition in some way and considering
it. After all, entertaining a proposition is a conscious activity of consid-
eration. While it makes intuitive sense to suppose that we might tacitly
believe a proposition—that is, believe it without consciously represent-
ing it—it just doesn’t make sense to speak of ‘tacit entertaining’. The
view we are considering, then, is one on which our intuitions about
(2) are explained by the fact that whenever we encounter a sentence
like (2) we consciously entertain a representation corresponding to the
proposition expressed by something like (2M) or (2F):

(2M) Superman’s Superman-aspect leaps more tall buildings than Superman’s
Clark-aspect.

(2F) Superman, so-personified, leaps more tall buildings than Clark, so-
personified.

What might this representation be? Let’s start by assuming that the
representation will be a sentence, and see what sort of sentence it would
need to be. It can’t be sentence (2), even though Moore would take
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(2) to express something like (2M) and Forbes would take it to express
something like (2F). It can’t be (2) because on the view under discussion
(though not on Forbes’s and Moore’s views), (2) simply expresses a
Jalse proposition about the individual Superman/Clark. (2M) and (2F),
however, both express aspect-sensitive propositions whose entertainment
is meant to explain the intuition that (2) is true.

Could it be that we automatically entertain a sentence like (2M)
or (2F) when we encounter a sentence like (2)? This seems unlikely.
The terminology involved in (2M) and (2F) is awkward and technical
to the ordinary speaker, and requires substantial explanation for even
semantic theorists to grasp. (Think, for example, of the important dif-
ferences between Moore’s aspects— things that can walk and talk—and
Forbes, which are simply ways for individuals to be. For more on
these differences, see the discussion in Chapter 2). The thought that
anyone automatically entertains a sentence like (2M) or (2F) when they
encounter (2) is highly implausible.15

However, there are more commonsensical variants, perhaps, of (2M)
and (2F). As Forbes and Moore have pointed out, it does come pretty
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than that we mlght readily entertain something like ( 2M ) or (2F):

(2R) Superman, playing his Superman-role,'¢ leaps more tall buildings than
Clark, in his Clark-role.1”

Moreover, it is (of course) not just sentences that we entertain, but also
other sorts of representations. It is not implausible at all to suppose that
we sometimes entertain propositions about roles, via some sort of mental
representation.

It is substantially less plausible, though, that we do this whenever we
encounter a sentence like (2), or even most of the times that we do. It

15 Tt gets more implausible if we think about what's really involved. For Forbes,
so-personified amounts to personified in the so-labelled way. The idea that we're really
regularly thinking about labels for modes of personification just seems introspectively
wrong. However, it’s not the case that every aspect-sensitive view would need to make
use of labelling of this sort, so I ignore it in the text above.

16 T am using ‘Superman-role’ as a name for the role associated with the name
‘Superman’, and ‘Clark-role’ for the role associated with ‘Clark Kent'.

17 Tt is perhaps worth noting that it seems to me far more difficult to arrive at a com-
monsense understanding of Moore-type aspects. Roles, understood commonsensically,
are things that get played, not things that can fly, leap buildings, and walk down the
street. ’'m not sure that we have any sort of ordinary notion corresponding to aspects,
which can do all these things.
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just doesn’t seem right, introspectively, to suppose that when we en-
counter something like (2) —which doesn’t express an aspect-sensitive
proposition, we immediately conjure up for ourselves some representa-
tion of an aspect-sensitive proposition, and our entertainment of #his
proposition is what leads us to deem (2) false.!8 Serious consideration
of what is involved in entertaining a proposition seems, then, to cast
doubt upon this alternative matching-proposition story. However, these
considerations are not decisive—introspection is a poor guide to what
actually goes on in psychological processing. Further difficulties emerge,
however, when we turn our attention back to the Aspect Problem.

5.4.3 Which aspect-sensitive propositions? The Aspect

Problem revisited

The last chapter and most of this one have focused on the Enlightenment
Problem—on the assumptions that give rise to this problem, and on
what is needed to avoid it. The Enlightenment Problem has helped us
to see that it is a mistake to insist that our intuitions must be explaincd
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this sort of dependence is able to avoid the Enhghtenment Problem. It
doesn’t seem to me, then, that the Enlightenment Problem arises for
the sort of account we are currently considering.

However, we have by no means left all problems behind. In our
detailed consideration of the Enlightenment Problem, we turned our
attention away from the Aspect Problem. I now want to turn back to
it. The Aspect Problem, recall, was that of explaining what aspects and
modes of personification are, how we manage to talk about them, and
what the intuition-matching propositions involving them are.

We have already raised some worries about the first bit of the
Aspect Problem: what the aspects or modes of personification this
account draws on are. Are they Moorean aspects? Forbesian modes
of personification? There seems no good way to settle this. Indeed, it
seems that the only plausible version of the current account will have
it that the propositions responsible for the truth-conditional intuitions
of the enlightened involve neither of these—instead, they involve some

18 This sort of worry can also be raised about implicature explanations of our anti-
substitution intuitions about simple sentences. It just doesn’t feel right to suggest that
we are automatically entertaining these additional, aspect-sensitive propositions.
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commonsense notion of roles. This seems far more intuitive than
to suppose that we actually regularly entertain propositions involving
Moore’s or Forbes’s aspects or modes, but is it a satisfactory answer? It
seems far more like an avoidance of the question than an answer to it.
We really don’t know what these things are.

We can begin to see how unsatisfactory an answer it is when we
turn to the third portion of the Aspect Problem—what the aspect-
involving propositions are—and remember the work that we want
these propositions to do. The idea behind the current account is that
our anti-substitution intuitions are to be explained as arising not from
what is expressed by utterances of simple sentences but instead from
aspect-sensitive propositions that we happen to entertain as we are
considering these utterances. These propositions, then, must have truth
conditions matching our truth-conditional intuitions. This means we
need to know more—we need to know what counts as playing the
commonsense ‘Superman’-role. Very quickly, all the familiar problems
will arise—who will decide this? What if conversational participants
disagree? What about when he’s Wearing the capeless outfit? And so

19 The A Laﬁkﬁ 4 T and well for our current
/f\ m //\//\\ aYa)
CQ‘UE)E < —/ o ‘ \‘:r‘ /(ﬁ ‘ \ )/ D/ U H

In this chapter, we have seen that it is p05515fe to av01d the En-
lightenment Problem. We can do this by invoking intuition-matching
propositions that are entertained by those whose intuitions are at stake,
whether or not they play any particular role in the mental lives of
conversational participants. But these all-important propositions will
still make use of something like aspects or modes of personification.
And this means that the Aspect Problem remains. In the next chapter,
we abandon the quest for intuition-matching propositions, and we see
that we are finally able to leave the Aspect Problem behind as well.

19 T will not bore the reader by rehearsing these examples in detail again. They can be
found at §2.2.2 and §3.1.2.1.
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So far, we've seen that the problem posed by simple sentences is not
one that is easily solved by way of traditional methods. Efforts to find a
semantic theory that yields truth conditions in accord with our intuitions
have failed, as (so far) have efforts to explain away the intuitions. The
intuitions cannot be explained as arising from implicated, asserted,
implicited or expressed propositions whose truth conditions match the
intuitions. Nor do there seem to be any other such intuition-matching
propositions that would be available in the right ways to conversational
part1c1pants in all cases. One key reason for this has been, of course, the
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should not assume that ou7 intuitions are to be explained as resulting
from a proposition that plays some particular role in the mental lives of
conversational participants.

Once we abandon this assumption, we can successfully evade the En-
lightenment Problem. With this in mind, I have begun to explore instead
the possibility that incorrect intuitions might be explained with reference
to the states of mind of those having the intuitions, rather than the con-
versational participants. At the end of the last chapter, we explored a pos-
sible account on which truth-conditional intuitions are to be explained
as arising simply from some proposition entertained by the person hav-
ing the intuitions—without any reference to the role this proposition
plays in the lives of conversational participants. This account, however,
seemed to require the use of something like Moore’s aspects or Forbes’s
modes of personification. And doing so means that the Aspect Problem
remains. Any account that makes use of these entities needs to offer a sat-
isfying story about what these entities are, how we talk and think about
them, and the truth conditions of the propositions that involve them.

But can the use of aspect-like entities be avoided? In this chapter, I
argue that it can be. We can avoid the need for aspects if we abandon
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the quest for intuition-matching propositions. If we can find a way to
explain mistaken intuitions as arising from something other than the
entertainment of intuition-matching propositions, we have no need for
aspects in our explanation of simple sentence intuitions.

This chapter sketches an approach that takes just this form.! T ar-
gue that such an approach fits well with—and indeed is suggested
by—certain independently plausible and widely accepted views regard-
ing representation and cognitive organization. Given the naturalness
and plausibility of this approach, and its lack of tendentious theoretical
commitments, there seems to me good reason to suppose that we can
and should take seriously explanations of this sort. I do not, however,
claim to establish that it is correct. My goal is more modest: to show
that there is room for such an approach, and to show how it might be
supported by empirical evidence (some of which already exists and some
of which does not).

6.1 PROPOSITIONS, \X/AYS OF GRASPING

|ELFE4g1dio

Let’s start with a basic question: what goes on, cognitively speaking,
when we encounter sentences like (1) and (1*) and evaluate them for
truth value?

(1) Clark Kent went into the phone booth and Superman came out.
(1*) Superman went into the phone booth and Clark Kent came out.

The answer to this question is not a simple one. Many, many things
can happen. There are, for example, many sorts of things that can go
wrong, as we have already seen. We might misread or mishear, or we
might focus on what the sentences implicate rather than on what they
express. We might, for some other reason, entertain some proposition(s)
that simply aren’t expressed by the sentences. But we have already seen
that mistakes like these cannot explain all of the cases that we need to
explain—even though, assuredly, they can explain some of them. Let us
focus, however, on cases where none of these mistakes take place. Our
question now is what happens in such cases.

U This approach is a development of that suggested in Braun and Saul (2002).
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On any remotely plausible view, different things go on in our heads
when we encounter these different sentences. One way of capturing these
differences—broadly speaking, the Fregean way—is to maintain that
we entertain different propositions. Another way—broadly speaking,
the Millian way—is to claim that we entertain the same proposition
but that we represent it to ourselves in different ways.2 These differences
alone, of course, do not explain why we might take (1) to be true and
(1*) to be false, in the same context. As we saw quite early on, both
the traditional Millian and the traditional Fregean would assign these
sentences the same truth value. And, if we know that (2) is true, both
the Millian and the Fregean will struggle to explain why it is that we fail
to realize that (1) and (1*) must take the same truth value—why we are
willing to assign them different truth values.

(2) Superman is Clark Kent.

For the Fregean, the difficulty is that the proposition expressed by
(1) and the proposition expressed by (2) together entail—via a very
simple inference—the truth of the proposition expressed by (1%). If a

speaker beheves that (1) and 2 are true nd possesses basic loglcal
E&Wp@s fail t ”’m ievetha ﬁfuéﬂ
~ For tfle “Millian, the problem at ﬁrgt Seems e@eMvorse after all, tLL
Millian claims that (1) and (1*) express the very same proposition.
But the Millian maintains that a speaker may represent one and the
same proposition to herself in different ways without realizing that both
representations are of the same proposition. So the fact that (1) and (1*)
express the same proposition is not in itself a problem. The problem
lies in the fact that this proposition, and that expressed by (2), are
very likely to be represented in ways that seem as though they should
make it obvious that (1) and (1*) cannot take different truth values.
Take the case of Frieda, for example, who thinks (1) is true and (1%)
is false, despite accepting (2). One way that Frieda might present these
propositions to herself is via the sentences (1), (1*), and (2), or mental
analogues of them. If she does this, it is clear that the inference from
(1) to (1*) should be a very obvious one for her, given her beliefs. Yet
Frieda’s intuitions persist.

These difficulties prompted theorists like Forbes, Moore, and Pitt to
propose novel semantic theories on which (1) and (1*) not only express

2 As noted earlier, not all Millians make use of ways of believing (see, for example
Thau 2002). For objections to Millianism that does not make use of ways of believing,
see Braun (2002).
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different propositions, but propositions with different truth values. But
we have seen that these theories face serious problems. Now my goal is
to take a new look at the resources available to those who don’t make
this move—that is, those who want to deny that (1) and (1*) can differ
in truth value.

6.2 FAILURE TO REFLECT ON IDENTITY

The first thing to recall about the human mind is that we don’t
automatically make all the inferences that we can, even if when these
inferences are very easy. For example, upon being told by a reliable
informant that dinner is ready, I don’t infer that either dinner is ready
or Kevin Costner is President—or that dinner is ready and two plus two
is four. We make inferences when we have some reason to do so. Among
other things, we do not automatically consult our pre-existing beliefs
every time that we add a new one, in order to see what inferences we can
draw. One who encounters and accepts (1), then, will not necessarily
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must be true. An enlightened person Who judges ‘that (1) is true while
(1*) isn’t is perhaps not as hard to explain as one might have supposed:
failure to reflect on Superman’s double life may be perfectly sufficient
for some cases.

But this reply is a bit too quick. It is far more likely that one who
encounters (1) will consider the claim expressed by (2) than it is that
one who is told that dinner is ready will reflect upon Kevin Costner
and the presidency. Many of the inferences we don’t draw—like the
Kevin Costner one—would require us to reflect on matters that are
simply #rrelevant to our current interests. We can easily see, then, why
we fail to engage in such reflections. This is just not so in the case
of a speaker who encounters (1) and fails to consider the identity
captured in (2). After all, (2) not only contains both names that
occur in (1)—it asserts the identity. Moreover, a sentence about the
transition point should be one that calls attention to Superman’s double
life. How could a claim about this double life possibly be said to be
irrelevant? Since it is so clearly relevant, the analogy to non-inferences
like the Kevin Costner one does not get us very far in explaining why
speakers might fail to infer from (1) to (1*). And that is what we need
to explain.
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What we need to explain now is why it is that one might entertain the
proposition expressed by (1) without reflecting on Superman’s double
life in such a way as to infer that (1*) must take the same truth value
as (1). One possible answer lies in the way that we store information
about individuals, particularly when we are given more than one term
that refers to a single individual.

6.3 SOME EXPERIMENTAL RESULTS

Somewhat surprisingly, there has not been much psychological research
on how people process and store information about an individual
who is known under more than one label (and none that I can find
about individuals known under more than one name). However, John
Anderson and Reid Hastie (Anderson 1977, Anderson and Hastie
1974) performed some experiments in the 1970s to discover how
people store information about an individual when some of that
mformanon is presented under a name and other information under
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experiments to show a very strong tendency to separate information
learned under one label from information learned under another—even
when the labels are known to co-refer. I argue that such separate storage
gives us a way to explain anti-substitution intuitions about simple
sentences.

Anderson and Hastie’s experiments, in broadest outline, consist of
three phases, whose order is sometimes varied. (My division into phases
is slightly different from theirs, because some of the details of their
experiments are not relevant to the discussion here. I am also using
different names for the phases.)

o Identity Learning: During this phase subjects are taught that certain
pairs of names and descriptions are co-referential—e.g. they are
taught that James Bartlett is the lawyer’ is true. Subjects are drilled
and tested on the identities and not allowed to proceed to later phases
until they have shown sufficient facility with the identities.

o Other Learning: During this phase subjects are taught some facts
about the individuals whose names and descriptions are involved in
the Identity Learning phase—e.g. they are taught James Bartlett
rescued the kitten’.
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o Verification: During this phase subjects are asked to give truth values
for three kinds of claims—(a) those they were explicitly taught in
the Other Learning phase; (b) those that are inferable from these
combined with the identities learned at the Identity Learning phase;
and (c) claims which fit neither of these categories. Subjects are told
to count a claim as true if it follows from those they have learned,
and false otherwise.

A key portion of Anderson and Hastie’s experiments involves comparing
the speed and accuracy of subject responses when the order of these
phases is varied. In the ‘Before’ conditions, Identity Learning precedes
Other Learning, while in the ‘After’ conditions the order of these phases
is reversed.

In the After conditions, subjects were substantially slower to verify
(assign a truth value to) statements that required them to infer from a
learned identity and other learned sentence? than to verify sentences that
they had already seen. They were also more prone to error about such
statements. That is (using the examples from the description above), they
were less good at verifying The lawyer rescued the kltten (which they
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model on which subjects who learn phrases like ‘James Bartlett’ and ‘the
lawyer’ set up mental representations which involve ‘nodes’ representing
individuals, to which information like rescued the kitten,* and labels like
‘James Bartlett’ or ‘the lawyer’, are then attached. When they learn of the
identity between what they previously took to be separate individuals,
they set up a link between the two nodes, and they begin a process of
transferring all the information to a single node, by choosing one node
to copy it to and abandoning the other. However, this process is far
from immediate, so time-consuming inferences are required to verify
sentences like “The lawyer rescued the kitten’.

It might seem that the data described above could be fully explained
by the fact that subjects are quicker to recognize a sentence they have seen
recently than one that they have not seen before. This could be taken
as evidence that we store at least some information by remembering
sentences that we encounter. There would be no need, then, to suggest
that we store the information about James Bartlett at two different

3 Tuse ‘learned sentence’ to refer to a sentence that subjects encountered in the Other
Learning phase of the experiments.
4 Exactly how this information is represented does not matter for our purposes here.
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nodes. But there is more data that is not so easily explained this way.
This data concerns the Before condition (in which Identity Learning
precedes Other Learning) and different versions of the Identity Learning
phase. It turns out that the exact nature of the Identity Learning phase
is very important. If the Identity Learning phase includes drawings of
individuals, and takes place before the Other Learning phase, subjects
are not appreciably slower to verify inferred sentences than ones that
they learned during Other Learning. For example, imagine subjects who
have been taught, with drawings, that James Bartlett is the lawyer. (That
is, when told that James Bartlett is the lawyer, subjects are also presented
with sketches of the individual under discussion.) These subjects are
then told James Bartlett rescued the kitten’. Later, they are asked to
verify the truth of either ‘James Bartlett rescued the kitten’ or ‘the lawyer
rescued the kitten’. Their responses will be pretty much equally speedy
and accurate in both cases. This shows that it is not merely memory
for sentences already encountered that is doing the work. It really does
look like subjects can either store the James Bartlett” and ‘the lawyer’
information together or not. If they store it together—as they seem to
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Importantly, however, if the Identity Learning prase does not mclude
drawings, subjects are just as slow and inaccurate in their verifications
in the Before condition as they are in the After condition. Anderson
(1977) taught subjects the identities without drawings, and drilled them
extensively on the identities before they proceeded to later phases of the
experiments (not allowing them to proceed until they showed that they
had learned the identities). In his experiments, however, subjects who
learned the identities in this way in the Before condition exhibited errors
and lag times of roughly the same sort as those who learned the identities
after learning the other information. In these later experiments, subjects
have no obvious reason to set up separate nodes associated with the
name and the description, and to attach information to just one of these
nodes—they know from the start that both refer to the same individual.
And yet, Anderson argues, they appear to be setting up separate nodes
and noting connections between them, rather than simply setting up a
single node.

These experiments seem to me to show a tendency to store informa-
tion learned under different labels separately—even when there is no
good reason to do so. It makes a great deal of sense that subjects in the
After condition would have a tendency to store information separately.
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After all, when they went through the Other Learning phase, they did
not yet know the name and description to be co-referential. But these are
not the only subjects to show this tendency. The experiments in which
the Identity Learning phase does not include drawings show that even
when subjects are aware of the identity right from the start, they may
still set up separate nodes for the name and description—which they
know to co-refer. Importantly, these subjects learn the identities just as
fully as those who are shown the drawings. (They do not proceed to the
next phase of the experiment until they have done so.) Yet, nonetheless,
they show a tendency to store the information learned under the name
separately from the information learned under the description. I take
this to show that we have a strong tendency to store such information
separately, one that is difficult to overcome.

Before I can argue this, however, I need to say something about
an alternative hypothesis. This alternative hypothesis, suggested by
Anderson, is that subjects who did not see the drawings may have
suffered from a sort of confusion about whether the learned identities
should be taken into account at later stages of the experiment. At the
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succeed at the drills. In the Other learnmg phase, thejl are told things like
‘the lawyer drank the wine’. Finally, they are asked to verify statements
like ‘James Bartlett drank the wine’. Anderson notes that expressions
like ‘the lawyer’ can be used to pick out more than one individual, and
that subjects in the Other learning phase might not realize that ‘the
lawyer’ is still meant to pick out James Bartlett. This uncertainty could
lead them to set up a separate node for ‘the lawyer’, and cause delays
and errors in the verification phase.

Anderson’s suggestion would pose problems for the gloss I would like
to put on the experiments: if he is right, then subjects who set up separate
nodes for James Bartlett” and ‘the lawyer’ are doing so because—in the
Other Learning phase—they are genuinely unsure about the identity.
It does not look, then, like there is simply a tendency to segregate
information about a single individual that is learned under two labels.
Buct this hypothesis can’t explain the data. There is absolutely no reason
that exposure to drawings at the Identity Learning phase should make
subjects at the Other Learning phase any more certain that ‘the lawyer’
still picks out the same person—the drawings could only do this if they
were presented at the Other Learning phase as well. They were not.
Since the drawings do cause subjects to integrate the information from
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the two labels, the phenomena can’t be explained in terms of uncertainty
about the identity.5

There are many things that these experiments do not show. To
cite just two: They do not show, directly, anything at all about how
subjects process information learned under different but co-referential
names—they concern only co-referential name/description pairs. They
also do not show what happens when subjects are asked the truth values
of pairs of sentences obtained by substitution of co-referential phrases,

as in (3) and (3%).

(3) The lawyer rescued the kitten.
(3*) James Bartlett rescued the kitten.

In addition, these experiments seem to show that subjects do begin a
process of integrating information from the different labels, even though
this process is not immediate. It turns out, for example that as further
questions are asked response times shorten and error rates diminish.
It looks, then, like subjects do eventually integrate the information.
It might seem, then, that these experiments do not show much that
w1ll help me to formulate an_ e anatlo intuitions about simple
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that is very relevant to simple sentence intuitions, and helpful to the
explanation that I will offer in this chapter. Here are just a few of
the things that they tell us: most obviously, they tell us that bits of
information believed to be about a single individual may nonetheless be
stored separately, even if we learn the identity before we learn anything
else about the individual. They show that it may take some effort to
integrate this information. Finally, they tell us that this can happen even
in cases—unlike double life cases—in which subjects have been given
no good reason to segregate the information. These facts, I will suggest,
can help us to understand intuitions about simple sentences.

A terminological note: as I discuss the applications of Anderson’s
work to simple sentences, I will often write in terms of his preferred

o
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5 According to Anderson’s (1977) model, the name and description are initially
attached to the same node in the Before Condition. It is only at the Other Learning
phase (when identities are taught without drawings) that a new node is set up, which his
results seem to indicate tends to be attached to the description. In the before Condition,
then, the description, then is attached to both nodes while the name is attached to only
one. This explains the fact that Anderson finds time lags in this condition for inferences
to sentences containing names, but not those containing descriptions. For more on this,

see Anderson (1977: 435).
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cognitive metaphors®—nodes and attachments to nodes. Nothing I say,
however, depends on this. All that matters to me here is the idea of seg-
regating information known to be about a single individual but learned
under different labels. This could just as well be explained in terms
of many philosophers’ favourite metaphor—belief and entertainment
boxes, subdivided into folders labelled by names or descriptions. I am
not suggesting here that there are no differences between these models,
or even that there are no significant differences. However, I don’t think
that these differences matter for current purposes.

6.4 STORING SUPERMAN AND CLARK
INFORMATION?

My first suggestion will be that we store Superman information separately
from Clark information. This storage claim needs a bit more explanation,
and a bit more justification. One way that we might store Superman
1nf0rmat10n separately from Clark information is that we mlght associate
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we set up two ‘individual’ nodes (nodes that would normally be seen
as representing separate individuals), and that each node is associated
both with various bits of information and with a name. With either
of these models, we would also need to store somewhere the idea that
‘Clark’ and ‘Superman’ co-refer. We could do this by setting up a link
between the Superman and Clark nodes, while still storing different bits
of information at the different nodes. We could also do this simply by
storing the identity sentence at each node and making inferences from it.
(Note that we could also be said to store whole sentences or sentence-like
representations in named folders.) It is not clear to me what substantive
difference there is between any of these models for our current purposes.
It is worth noting, however, that the linguistic element of the models is
quite dispensable. It is convenient to think of the nodes as labelled by
names, but they need not be. We could set up separate Superman and
Clark nodes simply on the basis of witnessing some costume changes,

6 T refer to these as metaphors. Alternatively, one might prefer to think of them as
abstract functional descriptions.

7 The account discussed here is a development of Braun and Saul (2002). Any errors
introduced in this new version are wholly my responsibility, not David Braun’s.
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some furtiveness, and the differences in behaviour displayed when caped
and when suited. And we could do all this even if we never learned
any names. For current purposes, I will write of Superman nodes and
Clark nodes (and Superman and Clark information/beliefs), meaning
this formulation to be neutral between the various versions of the model
discussed in this paragraph.

The thought that we may store Superman information separately from
Clark information gains support from considering a disanalogy between
Anderson’s experiments and simple sentence cases. The subjects in
Anderson’s experiments had no good reason for keeping the information
learned under the name ‘John Smith’ separate from that learned under
the description ‘the lawyer’. This is not at all the case when we consider
double lives. To see this, consider the following bit of a Superman plot.

Clark is dancing with Lois at a party. A thug attempts to cut in and Clark
reluctantly adheres to his role as weakling, stepping aside. Lois declares her
intention to leave, in a huff. The thug is rude to her and she slaps him. Now
the thug attempts to start a fight with Clark, who refuses. Lois leaves Clark,
accusing him of spinelessness Superman follows the thug, who kidnaps Lois.
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Now, let’s imagine what it would be like not to keep the 1nf0rmat10n
learned under ‘Clark’ somehow separated from that learned under
‘Superman’. One way of modelling this is to imagine a person with
a single Superman/Clark node. Such a person would deposit a lot of
information at this one node: danced with Lois, let thug cut in, refused
to fight thug, followed thug, saved Lois from thug, smiled at by Lois,
not spoken to by Lois the next day. This is clearly not the best way to
recall the story—retrieving this information could lead to a great deal
of confusion. Alternatively, we might imagine storing the summary as
mental sentences, and instantly inferring from these mental sentences
to those we get by substituting.

Clark is dancing with Lois at a party. (So Superman is dancing with Lois at a
party.) A thug attempts to cut in and Clark reluctantly adheres to his role as
weakling, stepping aside. (So Superman reluctantly adberes to his role as weakling,
stepping aside.) Lois declares her intention to leave, in a huff. The thug is rude to
her and she slaps him. Now the thug attempts to start a fight with Clark, who
refuses. (So now the thug attempts to start a fight with Superman, who refuses.) Lois
leaves Clark, accusing him of spinelessness. (So Lois leaves Superman, accusing
him of spinelessness.) Superman follows the thug, who kidnaps Lois. (So Clark
Jollows the thug, who kidnaps Lois.) Superman rescues her and flies back to the
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city with her in his arms. (So Clark rescues her and flies back to the city with her
in his arms.) Lois smiles at Superman, but she does not even speak to Clark the
next day. (So Lois smiles ar Clark, but she does not even speak ro Superman the
next day.)

Whatever our preferred model for storage of information, it is
clear that fully integrating information learned under ‘Superman’ and
information learned under ‘Clark’ (whatever this comes to) is not a
good strategy. It is very much in one’s interests to keep these kinds
of information separate—otherwise even recalling the plot of a comic
book becomes difficult.

This little thought experiment helps to make it clear that we really
can’t afford to constantly infer from ‘Clark’ sentences to ‘Superman’
sentences (and vice versa). We have very good reason not to constantly
reflect upon something like (2) and draw out the consequences—if we
did, it would be much more difficult even to follow the plot of a comic
book. In the case of double lives, like Superman/Clark, it would seem
natural for us to go out of our way to avoid integrate information from
the dlfferent nodes most of the time. It would make sense for our default
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in Anderson’s expenments—helps to make plausible the thought that
we might fail to integrate when we have very good reason not to.

Put in Anderson’s preferred terms, the thought would be that when
we have good reason to avoid copying information from one node to
another, we dont begin a process of copying all the information over to
a single node and abandoning the other one. Instead, we maintain both
nodes and an awareness of the link between them. We can use this link
to infer that information linked to one node could also be linked to the
other, but we don’t always do this. Importantly, we don’t develop the
habit of using the link to make such inferences—we may even develop
the habit of not doing so.

Sometimes, of course, we do integrate our Superman and Clark
beliefs. I am not at all claiming that we cannot integrate such informa-
tion— obviously we can, and sometimes we do. We might do this, for
example, if we are told the following story:

Clark got up at 8 and ate a huge plate of bacon and eggs, toast, pancakes, some
cereal, and a left-over pizza from the night before. He left the house, went to
the nearest phone booth, and emerged as Superman at 8.30. Lois happened to
be walking by, and she invited him to have breakfast with her at a local diner.
Is it likely that Superman was hungry enough to eat much with Lois?
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To follow this story and reflect upon Superman’s likely appetite we
actually need to remember that Superman leads a double life. To answer
the question above containing the name ‘Superman’, we need to consult
information stored at the Clark node. We can do this: after all, we do
know of a link between the Superman node and the Clark node. When
we do this, we will retrieve the information ate @ huge breakfast, and
combine this with some real-world knowledge to arrive at the conclusion
that the answer to the question is ‘no’.8

But, as I have suggested, we don’t always integrate our Superman
beliefs and our Clark beliefs. One reason we might not do so is that
we fail to reflect upon the Superman/Clark identity. This seems a fairly
satisfying explanation of the initial intuition that (4) may be true:

(4) Superman leaps more tall buildings than Clark Kent does.

When deciding about (4)’s truth, we consult our relevant beliefs. Some
of these are stored at the Clark node, and some at the Superman node.
At the Superman node, we find information like leaps tall buildings in a
single bound; at the Clark node, we find information like sort of wimpy,

doesn’t do anythi raordinary, so-on, At the Superman node,
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Clark node, we may find images of a man in a suit’stumbling over
own shoelaces and looking highly incapable of leaping tall buildings.
If we reflected on the identity, we could infer (for example) that the
individual represented by the Clark node also leaps tall buildings in a
single bound. This would make us far less likely to say that (4) is true.
But we have good reason for—and a well-established habit of—not
reflecting on the identity, and not making such inferences. So we don’t
do so. Hence, we take (4) to be true.

Similarly, it is fairly simple to explain the intuition that (4*) can’t be
true, when we consider it on its own.

(4*) Superman leaps more tall buildings than Superman does.

This intuition could result simply from the surface form of the sen-
tence—which seems to describe an impossible state of affairs.” The

8 A fan of mental sentences might describe this differently: We might think to
ourselves, using mental sentences, ‘Clark ate a huge breakfast not long ago’; then reflect
on another mental sentence we take to be true, ‘Clark is Superman’; infer to the mental
sentence ‘Superman ate a huge breakfast not long ago’; and, finally, consult our real-world
knowledge to conclude that the answer to the question should be ‘no’.

9 That is, unless we’ve been led to view the two occurrences of ‘Superman’ as referring
to different individuals—as might happen with ‘Aristotle’ in a comparison known to
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intuition could also be taken to result from a consultation of the
information at the ‘Superman’ node—/leaps more tall buildings than
Superman isn’t there, and looking at what is stored at the node, we can’t
imagine it being there, or anything else that might support it.

But things get a little trickier when we are presented with (4) and
(4*) together:

(4) Superman leaps more tall buildings than Clark Kent does.
(4*) Superman leaps more tall buildings than Superman does.

Presenting these sentences together—with the only difference being a
single substitution— makes it likely that one will reflect on the double
life, and doing so in an article or book on substitution puzzle cases all the
more so. It also seems overwhelmingly likely that the reader of (1)—even
before she is presented with (1*) —will reflect upon the double life.

(1) Clark Kent went into the phone booth and Superman came out.
(1*) Superman went into the phone booth and Clark Kent came out.

As I noted earlier, the double life is surely relevant to the phone booth

all Eﬂ; 1at *ﬂ /ghon booth. l?l}f\:ac/hn
A Dl STk benvcen the ‘Clrk lok
and the ¢ Superman look, can’t help but remind us of Superman’s double
life. We need to explain, then, how it is that we might reflect upon the
double life and s#// not integrate all the Superman and Clark beliefs, and
infer that (1) and (1*), and (4) and (4*), must take the same truth value.
I think this demand can be met, and rather easily. Reflecting upon
the double life does not mean making all the inferences that one can
make from it. After all, Superman’s double life plays an important role
throughout the Superman stories, yet it is clear that readers of these
stories— however aware they are of the double life—are not constantly
inferring everything that the double life would allow them to infer. To
make sense of this in Anderson’s terms, all we need to posit is that one
may be aware of the link between the Superman node and the Clark node
without having any tendency to use the link to combine information
from the two nodes. We have good reason not use the link in this way.
Indeed, as we have seen, it seems perfectly sensible to suppose that we

be between the philosopher and the shipping magnate: ‘Aristotle was not as good a
businessman as Aristotle’.

10 Well, in some sense we do. What happens to the suit, tie, shoes, etc. remains
a mystery.
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would establish strong habits, in double life cases, of not making all the
relevant inferences.

Unfortunately, we do not have psychological experiments to directly
support the sort of picture sketched above. What we do have is the
knowledge that even when we know a name and a description to co-
refer, we do not immediately or reliably integrate all the information
that we have learned about the individual. This fact makes it reasonable
to suppose that we might fail to immediately or reliably integrate all the
information that we have learned under two different names. Moreover,
the cases studied in experiments on names and descriptions are ones in
which subjects had no good reason to keep separate the information
learned under the name from the information learned under the
description. The fact that they did so even under these circumstances
makes it likely that there would be failures of integration—almost
certainly many more such failures—when subjects have good reason
not to integrate.
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We don’t yet, however, have a full explanation of what goes on with
simple sentence intuitions. For some of these intuitions persist even
after speakers are told to reflect on the identity and invited to consider
the inference from, say, (1) and (2) to (1%):

(1) Clark Kent went into the phone booth and Superman came out.
(2) Superman is Clark Kent.
(1*) Superman went into the phone booth and Clark Kent came out.

It is very clear, for example, that the anti-substitution intuitions persist
for Graeme Forbes, Joe Moore, David Pitt and Stefano Predelli even af-
ter they have reflected upon these sentences and the inferences that they
might make. The current story does not yet explain this. The current
story insists that the inference is acceptable, and, more generally, that
substitution of co-referential names in simple sentences cannot result
in a change of truth value. Our tendency not to realize this has been
explained, so far, by the suggestions that we store Superman and Clark
information separately, and that—despite our knowledge that ‘Super-
man is Clark’ is true, we have a well-motivated and deeply ingrained
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habit of 7ot always integrating Superman and Clark information. But
we have already noted that sometimes we do make such inferences—as
in the case where we are reflecting on Superman’s appetite. It seems,
then, inexplicable so far that people could fail to make the inference
above even when they are invited to do so—given that the inference is
correct, and that they have been led through it.

It is worth pausing for a moment to reflect on what I need to explain
at this stage. I have already offered an explanation of our initial anti-
substitution intuitions. Now my goal is to explain why these intuitions
may persist, even as we are led through an inference that should (on my
view) demonstrate that they are mistaken. That is, why it is that someone
who is presented with (1) and (1), and invited to reflect on a possible
inference from (1) and (2) to (1*), might nonetheless refuse to make the
inference. As it turns out, there are many reasons this might happen.

Failure to draw simple inferences is by no means a novelty: anyone
who has taught critical thinking is very familiar with the phenomenon.
This may well explain some failures to infer from (1) and (2) to (1%).
But this surely cannot explain all cases, and the inference really is of a
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" A better explananon begins from the strength of the intuitions that
(1) is true in the situation described and (1*) is false. Psychologists have
found that people are reluctant to infer to conclusions that they take to
be false, even if they are being asked about validity of inferences rather
than about what is true (Oakhill, Johnson-Laird and Garnham 1989).
Those who are convinced that (1) is true and (1%) false may well refuse
to make the inference from (1) and (2) to (1*) even when explicitly
invited to do so.

Why should subjects fail to infer to conclusions they take to be
false? One possibility is that they may have greater confidence in their
truth-conditional judgments than in their inference-making. Again, a
lack of confidence about what follows from what is a familiar feature
of critical thinking classes—and one that can certainly lead to errors in
inference-making.

But those who have quite a bit of appropriate confidence in their
logical acumen— Forbes, Pitt, Predelli, and Moore, for example—may
have even stronger reasons to resist seemingly obvious inferences. They
know, after all, that surface form is often misleading. Because of
this knowledge, they may place more faith in their truth-conditional
judgments than in the superficial validity of the inference or the
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apparently obvious truth of (2). This is an eminently reasonable thing
for such people to do.

For some such people—e.g. Forbes, Moore, Pitt and Predelli—the
next step is to offer semantic theories that vindicate their intuitions. This
is why they have developed detailed and sophisticated semantic theories
on which what looks to be a valid substitution inference may not be.
But such theories are not necessary in order to maintain a reluctance to
substitute: all that is needed is greater confidence in the truth-conditional
intuitions that count against substitution than in the arguments for
substitution. And, given just the knowledge that superficial form may
be misleading, this confidence is perfectly reasonable. For those who
have such confidence, no amount of pointing out the seemingly valid
substitution inference will make substitution seem acceptable in cases
where initial intuition counts against it. Hence, a strong and lasting
resistance to resistance to substitution in such cases makes perfect sense.

A slightly more detailed look at Forbes, Moore, Pitt and Predelli is
also revealing. One thing we notice is that Forbes, Moore and Predelli
are clearly trying to account for different intuitions from those that Pitt
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(4) Superman leaps more tall buildings than Clark Kent does.

For Forbes and Moore, this is because in some contexts (4) expresses
an aspect-sensitive proposition. In these contexts it will be true. Predelli
agrees that (4) will only sometimes be true. For Pitt, (4) is always true: it
always expresses a proposition about two alter-egos, one of whom leaps
more tall buildings than the other. Pitt, then, unlike Forbes, Moore and
Predelli, would never allow substitution in (4). Moreover, he takes this
result to be perfectly intuitive.

A further difference: Forbes, Moore and Predelli maintain that in
some contexts (5) will express a truth.

(5) Batman is more resistant to bullets than Bruce Wayne is.

Pitt, however, does not. For Pitt, ‘Bruce Wayne’ is the name of a
primum ego, and ‘Batman’ the name of an alter ego. Since everything
that is true of an alter ego is also true of a primum ego, (5) must take
the same truth value as the obviously false (5%):

(5*) Bruce Wayne is more resistant to bullets than Bruce Wayne is.

Again, Pitt takes this result to be the intuitive one.



Beyond Matching Propositions 141

A good account of simple sentence intuitions should be able to
explain variations in intuitions. The story developed in this chapter
seems to me to have a great deal of room for individual variation. Some
readers of Batman comic books will always think about the fact that
the man under the mask is really Bruce Wayne (perhaps they even
picture his face). Such readers will, perhaps, always integrate in the way
suggested by Pitt’s view. In Anderson’s terms, they always copy any
Batman beliefs to the Bruce Wayne node. They might, like Pitt, do this
while at the same time not integrating in the other direction. If they
don’t always think of the Bat-suit when Bruce isn’t wearing it, they may
not copy all Bruce Wayne beliefs to the Bazman node. But one might
do all of this while treating the case of Superman very differently. One
might well fail to integrate Superman and Clark Kent beliefs in the same
way that one integrates Batman and Bruce Wayne beliefs. This could
happen as a result of developed thoughts about primum and alter egos,
but— more likely—such tendencies could also serve as the motivation
for developing such views. A speaker with these tendencies will find a
theory like Pit¢’s very natural.

In all likelih refl a V1 7 like Picc’s will
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(some) Batman and Bruce Wayne beliefs. 1 have already suggested
that pre-existing tendencies to segregate beliefs—like those Anderson
observed—may be strengthened in cases (like Superman/Clark) where
there is good reason to segregate. It is very plausible to suppose
that having good reason to integrate beliefs would strengthen one’s
tendencies to do so. Explaining such a speaker requires building in
slightly different tendencies from those needed for a speaker like Forbes,
Predelli or Moore, but the basic cognitive architecture remains the same:
Superman and Clark beliefs, and Batman and Bruce Wayne beliefs are
stored separately, with individual variations regarding when (if ever) to
integrate.

6.6 WHY DO SOME SUBJECTS INTEGRATE
MORE EASILY?

A further sort of individual variation one might predict is that some
people may integrate beliefs easily. Although these people may still store
their Superman and Clark beliefs separately, they will be very willing to
integrate these beliefs either when relevant, or when specifically invited
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to do so. There are many reasons that people might do this. Here I will
examine just two: (a) a habit of integrating beliefs stored under different
names—either quite generally, or with respect to particular names; and
(b) having good reason to integrate beliefs.

6.6.1 Habit

One way that a person might get in the habit of integrating beliefs
might simply be an individual tendency: if what I find so fascinating
about the Superman stories is the fact that every clumsy, embarrassing
action of wimpy Clark’s is also an action of Superman’s (and vice versa),
Pl reflect on the identity a lot, and I will make many of inferences (e.g.
that’s Superman spilling the coffee, stuttering, and hesitating to make eye
contact! That’s clumsy, pathetic Clark swooping down to save the Nobel
laureates from the oncoming trolley car!). The fact that I do this when
reading the comic books means that I will be more likely to do this when
presented with sentences like (1) and (1*). I might have such habits with
respect to partlcular double lives, or—just as plausibly—with respect
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professmnal one. If I spend a lot of time thinking about substitution
inferences in certain ways, I may well develop strong inclinations to
integrate beliefs. Suppose I teach philosophy of language. Then one of
the things I probably teach every year is that substitution of co-referential
names succeeds in the absence of opacity-producing operators. I give my
students many examples to show this. I read papers from my students
with their own examples. The result is that I get a great deal of practice
at making substitution inferences in such sentences. This doesn’t mean
that I will always store my beliefs in an integrated way—1I still need to
follow comic book plots, after all. But when confronted with sentences
like (1) and (2), I know just what is supposed to follow—1 have a lot of
practice producing it, and I may do so very easily.

I don’t know how common such professional habits may be. Anec-
dotal observations suggest to me that anti-substitution intuitions about
simple sentences are weaker among philosophers of language than
among other philosophers. (It would be interesting to study this more
fully.) However, there are obviously many philosophers of language for
whom this isn’t the case (e.g. Forbes, Moore, Pitt and Predelli). The
explanation put forward in this chapter does not predict that philoso-
phers of language will always form these habits, or that these habits
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will always affect their intuitions. Instead, it merely makes room for this
possibility.

6.6.2 Good reason

The explanation offered here predicts that in cases where people have
good reason not to integrate their beliefs (as with double lives), they will
be less likely to do so than in cases where they lack such good reason (as
with ‘James Bartlett’/the lawyer’). Another reasonable prediction would
be that when subjects have good reason #o integrate, they will be more
willing to do so. Of course, it seems unlikely that subjects will always
have good reason (on balance) to integrate—if we're to keep track of
double lives, we need to keep our beliefs separate to at least some extent.
But some of us might well have good reason to integrate beliefs after
reflecting in the right sort of way.

What could count as such a good reason? Well, one obvious sort
of reason would be a belief in a particular semantic theory. If I am a
Fregean and, after much thought and careful study, I take Fregeanism to
b ortji E&T believerthat subsgltutlon
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producing operators, and that it may fail in contexts where such
operators are present. If, again after much study and thought, I decide
that Naive Millianism is right, I will have good reason to believe that
substitution of co-referential names always succeeds—in any context.
In either case, I have good reason to integrate my Superman and Clark
beliefs. I won’t do so all the time—1I want to be follow comic book
plots efficiently, after all. But when I reflect on substitution inferences,
things will be different. Suppose I'm presented with (1) and (1*). Like
many people, I will probably have some initial inclination to think that
they differ in truch value—this inclination arises from the way that I
segregate my beliefs in order to follow comic book plots. But I quickly
notice that the sentences involve co-referential names, and that they lack
opacity-producing operators. I remember that I have a well-founded
belief that substitution must succeed in such contexts. This belief is a
strong and well-supported one. The strength of this belief will help me
to overcome any residual resistance to integrating my beliefs: I know ic’s
the right thing to do, so I do it. These theorists will have no difficulty
casting aside their anti-substitution intuitions. The intuitions will seem
(and perhaps be) weaker than those of others, since they will be easily
and quickly overcome when beliefs are integrated.
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Not every Millian or Fregean will, of course, do what is suggested
above. Some Fregeans will not find their initial intuitions overcome by
their well-supported conviction that substitution must be acceptable in
simple sentences. These Fregeans may do any of a number of things:
they may (like Forbes) decide that Frege was wrong to take substitution
to fail only in special contexts—and attempt to find an account with
these results. They may also decide that their intuitions, persistent as
they are, are wrong. Such Fregeans (like Alex Barber) will look for an
explanation of these mistakes. Some Millians will find themselves with
lingering anti-substitution intuitions about simple sentences despite
their well-supported conviction that such intuitions are wrong. For the
Millian, this will probably be a familiar position: after all, they almost
certainly have lingering anti-substitution intuitions about belief reports
despite their conviction that such intuitions must be wrong. Theorists
like these Millians and Fregeans find the habit of segregating beliefs to
be too strong to be easily overcome by even well-supported convictions
that such segregation is a mistake in certain instances. They will have
intuitions that need explaining away, if they are to maintain their views.
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6.7 WHY WE TALK THE WAY WE DO

The account sketched above focuses exclusively on explaining intuitions.
But, as Graeme Forbes (forthcoming) has rightly pointed oug, this is not
all that needs explaining. We also need to explain why it is that speakers
utter sentences like (6), below. (They do in fact utter such sentences: as
noted in chapter 1, it has appeared in print.)

(6) Shostakovich always signalled his connections to the classical traditions of
St Petersburg, even if he was forced to live in Leningrad.!!

Facts about how we understand an utterance of a sentence like this can
explain our intuitions about it, but they cannot explain why speakers
utter this sentence. As Forbes rightly notes, the speakers making utter-
ances like this are perfectly aware of the identities in question, so such
lack of awareness cannot explain their utterances either— particularly

11 NY Review of Books (2004). 10 June, p. 14.
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since, he claims, they take themselves to be ‘communicating the plain
truth’ (Forbes 2006: 167). (Forbes takes this formulation to be neutral
between saying the truth and otherwise communicating it.)

Fortunately, the explanation offered in this chapter can readily be
extended to cover such cases. We will begin by asking what is puzzling
about utterances like (6).

A speaker who utters (6) seemingly presupposes a contrast between
living in St Petersburg and living in Leningrad.

(6) Shostakovich always signalled his connections to the classical traditions of
St Petersburg, even if he was forced to live in Leningrad.!2

Buct if St Petersburg is Leningrad, there can be no such contrast. This is
why an utterance of (6*) is unquestionably odd.

(6*) Shostakovich always signalled his connections to the classical traditions of
Leningrad, even if he was forced to live in Leningrad.

(Whether this presupposition is semantically relevant is controversial,
and so it is not obvious that (6*) is false. However, it is uncontroversially
very odd) No sane, sincere speaker who is aware that ‘St Petersburg’

‘ er would dtter (67); jand yet iuﬁﬁg dougeer (6)!
And, ‘when they do o, they take themse %és to communicate a truth
How can this be?

The answer is simple. Sometimes, as argued earlier in this chapter,
enlightened speakers well aware of particular identities will fail to make
all the inferences that they could from the relevant identity claims.
Sometimes, as we are all well aware, speakers use falschoods in an
effort to convey truths. These facts are perfectly sufficient to explain the
example above.

The utterer of (6) knows that St Petersburg is Leningrad, and indeed
reflects on this at the time that he utters (6). Nonetheless, he may think
that (6) is true, and not odd. This is because he simply doesn’t use his
knowledge of the identity in question to infer from (6) to (6*), which
might give him pause. (We have already discussed at length how this is
possible.) He thinks that (6) is true, and so he utters it. Alternatively,
an utterer of (6) may well make the relevant inference and realise that
the sentence, taken literally, is false or at least very odd, yet use it trying
to convey a non-odd truth. He may view this utterance as a case of the

12 NY Review of Books (2004). 10 June, p. 14.
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poetic license that allows one to convey significant truths by uttering
literally false sentences. There is nothing unusual about a speaker using
a falsehood in order to convey a truth. Moreover, this second scenario
need not be cashed out in terms of the intuition-matching implicatures
that have proved so problematic. All we need is some proposition that
the speaker intends to convey by his utterance. This need not be grasped
by the audience, and it need not have truth conditions that match our
intuitions. The speaker’s utterance could be adequately explained by her
desire to convey any of a number of different propositions. For example:

(6C) Shostakovich didn’t much care for the Communist regime.
(6C’) Shostakovich’s music evolved out of old Russian traditions.
(6C”) Shostakovich’s music didn’t fit well with the Soviet style.

In short: although this chapter (and indeed this book) have focused
on explaining our intuitions about simple sentence puzzle cases, the
explanation offered can be easily extended to also explain our utterances.

6.8 HHDEEJT}@N IIHLE HIs H‘ ? Nz
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There are many co-referential names in the world other than the ones
that figure prominently in the substitution literature. For example, I
alone have several names: Jenny’, ‘Jenny Saul’, ‘Jennifer Saul’, ‘Jennifer
M. Saul’, ‘Jennifer Mather Saul’, ‘J.M. Saul’. There are also names that
others use for me that I don’t myself use: ‘Jennifer Drainville-Saul’,
TJennifer Drainville’, etc. (I think, despite my non-endorsement, these
are probably still names for me in the dialects of the phone company,
the gas company, the benighted relatives, etc.) One might worry
that the story sketched here would wrongly predict simple sentence
anti-substitution intuitions associated with all of these names.

I think this worry is misplaced. The story sketched here does indeed
make room for simple sentence anti-substitution intuitions about all of
these names, but (a) I think this is the right thing to do; and (b) this is
very different from predicting that such intuitions will actually occur in
every case.

What this chapter’s explanation would predict is the following: if
people learn information about me under two different names that
they know to be co-referential, they are indeed likely to initially set up
separate nodes for the information learned under the two names. We
know they tend do this, after all, with information learned under a
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name or a description. They are only /kely to do this because they may
well not—seeing a drawing of the individual in question eliminated the
tendency to do this with names and descriptions, and seeing some image
of me or seeing me in person might well do the same for the name-name
case. If they do not set up separate nodes for the two names, they will
definitely not have simple sentence anti-substitution intuitions involving
them. Even if people set up separate nodes, they may quickly become
aware that there is no good reason to keep information associated with
the different names separate. As a result, they may very quickly and
efficiently integrate information, again failing to have anti-substitution
intuitions.

However, the explanation here does make room for the possibility that
people may take there to be good reason to keep information separate,
and that as a result they may have simple sentence anti-substitution
intuitions. For example, suppose that under ‘J. Saul’ I publish papers
in philosophy of language endorsing Grice’s theory of implicature, but
under ‘Jennifer Mather Saul’ I publish papers in feminism arguing
that this theory presupposes a phallocentric individualism that serves
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this would be, especially if I held these views!) to s%fgregate information
learned under the two names (even if they knew them to co-refer). Anti-
substitution simple sentence intuitions might well arise under these
circumstances. Depending on one’s perspective, for example, either of
the following might seem true:

(7) J. Saul is a reliable source of information, but Jennifer Mather Saul has crazy
views and shouldn’t be trusted.
(7*) Jennifer Mather Saul is a feminist, but J. Saul is a tool of the patriarchy.

I take it to be virtue of the theory sketched here that it would allow for
this possibility.

6.9 SUMMARY

We have seen that a wide variety of theorists hold that we have different
mental representations when we encounter (1) and (1¥)—no matter
what semantic content these sentences are assigned. We have also seen
that psychological experiments suggest a tendency to segregate informa-
tion known to be about a single individual, when that information is
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learned under more than one label for the individual. I have suggested
that such segregation will be more likely, and harder to break down,
when there is good reason to segregate information—and that in double
life cases there is very good reason for segregating. Finally, I have shown
how such segregation may give rise to anti-substitution intuitions about
simple sentences (and noted some factors that could cause variation
in willingness to integrate). This explanation is entirely independent
of commitments to Millianism or Fregeanism. The intuitions would
plausibly arise via these processes no matter what the content of simple
sentences is—whether (1) and (1%) express different propositions, as
the Fregean would have it, or the same proposition, as the Millian
would have it. Moreover, this explanation does not depend in any
way on (1) and (1*) actually having different truth values. Indeed, it
assumes that they do not. We have already seen the failure of many
attempts to provide accounts that yield different truth values for (1) and
(1*)—prospects for this approach do not look good. Now we have
seen that all of the observed intuitions can be explained much more
simply, by pointing to and building on some widely accepted and some

inde endently utyc e architecture and ro-
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theoretlcal commitments, and given the dlfﬁculty*/of explaining them
in other ways, it seems to me reasonable for theorists of many sorts to
endorse the sort of explanation of intuitions offered here.

6.10 BEYOND THE SPECULATIVE?

The account suggested above is highly speculative and under-supported
by current empirical evidence. This is not, it seems to me, surprising.
The account sketched, after all, is meant to be a story of how psycho-
logical processing affects our truth-conditional intuitions about simple
sentences involving co-referential names. This is clearly an empirical
matter. Yet, as far as | have been able to ascertain, only two experiments
have ever been done on how we process sentences with co-referential
terms—and these experiments involved name/description pairs. The
available evidence base, then, is pretty slim.

We need not, however, remain forever in the realm of the speculative.
An account of our intuitions that is based on psychological processing
considerations can and should be either supported or undermined by
empirical data. This section suggests some ways that such supporting
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or undermining data might be discovered. In so doing, it responds
to a further worry: that psychological accounts like the one I have
suggested are far too easy to come by. Such accounts may well be easy
to suggest, but they are also, it seems to me, quite insecure: not only
can philosophical arguments be made against them, but empirical data
might well show them to be utterly misguided.

6.10.1 Testing co-referential names

Anderson’s experiments all involved co-referential name-description
pairs. He found that subjects were slow to integrate information learned
under one term with information learned under the other—unless they
were taught the identities with the aid of drawings. I have suggested
that this shows a tendency to keep information learned under different
labels separate unless given good reason to integrate. However, many
alternative hypotheses are possible. One is that Anderson’s findings
resulted from the fact that he used name-description pairs, rather
than co-referential names. Subjects might, for example, be especially
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other—as a dcscnptlon generally is, when compared with a name. If
this is right—or if name-description pairs are essential to Anderson’s
findings for some other reason—then performing similar experiments
with co-referential names should give very different results.

Let’s consider in slightly more detail what we might learn from testing
co-referential name pairs.

o Outcome 1: Subjects are just as slow to integrate information learned
under different co-referential names as they were to integrate infor-
mation in Anderson’s experiments involving name-description pairs.
This result would fit well with this chapter’s suggested explanation.

o Outcome 2: Subjects are even slower to integrate information learned
under different co-referential names than they were to integrate
information in Anderson’s experiments involving name-description
pairs. This would fit very well with the explanation suggested in this
chapter. (Although it would raise the interesting question of why
should subjects be slower with co-referential names.)

o Outcome 3: Subjects are faster to integrate information learned un-
der different co-referential names than they were at integrating
information in Anderson’s experiments. However, they still exhibit
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a significant time-lag. This result might well pose problems for the
explanation suggested in this chapter. However, I don’t think that it
does.

1. The possible problem: Although the explanation given above does
not actually involve the claim that reluctance to integrate will be
the same with name pairs as it is with name/description pairs, it
needs to be able to explain the recalcitrant intuitions that some
subjects display. This might seem difficult if such integration is
quicker and easier than with name/description pairs.

2. The response: It could be that the larger time-lag in Anderson’s ex-
periments is due to his use of incomplete descriptions. Since there
are many individuals who fit the description ‘the lawyer’, subjects
may need more processing time to work out which individual is
under discussion. (This could be tested by comparing incomplete
and complete descriptions.) More importantly, however, all that
is needed for the explanation given above is a significant time lag,
suggesting that separate nodes have been set up. The explanation
of recalc1trant intuitions invoked factors such as confidence in

Heren ﬂdE%Tﬁ?ﬁf t El;(%ge)@; efrés ?ﬁr % a%aeF ;ﬁg\i@y LEU

None of these suggestions has been undermined.

o Outcome 4: Subjects are extremely fast at integrating information
learned under different co-referential names. This result would pose
serious problems for the explanation sketched in this chapter: it
suggests that Anderson’s results may have arisen from some special
feature of name-description pairs. If this is right, then claims about
co-referential name pairs based on these results are deeply misguided.

Of course, reluctance to integrate information may be affected by not
just what terms are used, but also by the stories that are told about the
characters involved. I discuss this possibility in the next section.

6.10.2 Reason to separate information

I have suggested that when subjects have good reason to keep information
associated with different labels separate, they will be more likely to set up
and maintain separate nodes for the different labels. This thought plays
an important role in my explanation of anti-substitution simple sentence
intuitions, and in particular to my explanation of their resilience. Yet



Beyond Matching Propositions 151

it is purely speculative, wholly unsupported by empirical data. It is,
however, highly testable. One way to test it would be to look again at
name-description pairs, as Anderson does, but to weave these name-
descriptions pairs into tales of double lives. For example, the Identity
Learning phase of the experiments would involve telling subjects James
Bartlett is the lawyer, but that he is embarrassed to tell his anti-
establishment friends that he has become a lawyer, instead maintaining
the cover story that he makes a living by selling the occasional painting.
One could even use different drawings of James—clean-cut, in a
suit, for ‘the lawyer’, scruffy, in a paint spattered smock, for James
Bartlett’. The Other Learning phase could remain the same, as could
the Verification phase.
Some possible outcomes:

e Ourcome 1: Subjects are slower to answer questions that require
integrating information from the different nodes than they were in
Anderson’s experiments. This would show that having good reason
to separate information associated with different labels, as in cases
of double lives, does indeed cause a reluctance to integrate such

=l i

: "Subjectsare no Slowerat Answering qUestions that requlre

integrating mformanon from the different nodes than they were in

Anderson’s experiments. This might show that my suggestion was

wrong: having good reason to keep information separate does not

actually slow the integration process. However, it might show instead
that I had failed to give subjects adequate reason not to integrate.

After all, the simple sentences that provoke intuitions of substitution

failure are generally ones in which subjects have quite a rich body of

information to draw on about the double lives in question—or at
least substantial familiarity with the two labels. It might be that quite

a lot of information is required to provoke an increased resistance to

integration. (Recall that there 7s resistance to integration even without

good reason for such resistance.) This possibility could be tested by
offering subjects much richer information about the double lives, or
by drawing upon familiar examples.

These experiments, however, only test name-description pairs. It
would be important to also test pairs of co-referential names, with
and without stories (rich or brief), of double lives, and drawings of
the same person assuming different looks—otherwise one might worry
that any delay in integration was due in part to some special feature



152 Simple Sentences

of name-description pairs. It is also possible that the very existence
of different co-referential names suggests that there is good reason
not to integrate—so this effect might be stronger with co-referential
name pairs.

It might well turn out that having good reason not to integrate
information learned under different labels has no effect whatsoever on
tendencies to keep such information segregated. If this was shown,
then an important part of my explanation of simple sentence intuitions
would have to be abandoned.

6.10.3 Simple sentence intuitions

I have claimed that there are many cases involving simple sentences
in which, intuitively, substitution of co-referential names fails. Anec-
dotally, this seems to be true. Philosophers often rest content with
such reflections, but it seems to me worth investigating empirically
the existence and resilience of such intuitions. One reason for this is
that some philosophers, as noted earlier do not seem to have these

intuitions. Mor ¥ s to me@ mlstake to rely
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ing empirical clalms about how humans process ‘sentences containing
co-referential names.

It is important, then, not just to conduct experiments that mirror
Anderson’s, but also ones that test responses to collections of sentences
like those that have been the main topic of this book. We need to know
what happens, for instance, when we tell people that (1) is true and ask
them whether (1*) must also be true.

(1) Clark Kent went into the phone booth and Superman came out.
(1*) Superman went into the phone booth and Clark Kent came out.

Although it is probably safe to assume that everyone to be tested will
know that (2) is true, we need to know the effect of reminding subjects
that it is.

(2) Superman is Clark Kent.

So we should also test to see what subjects say when we tell them that
(1) and (2) are true and ask them whether (1*) must be true.
Conducting these experiments will give us some valuable information.

o Outcome 1: Subjects insist that (1*) must be true in both versions
of the experiment. The most obvious interpretation of this result is
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that the whole premise of this book is undermined: people don’t,
after all, have anti-substitution intuitions about simple sentences.
However, it is important to remember that the sentences would have
been presented without much context— it may be that a fuller set-up
would produce different results. It may also be that subjects are poor
at the task of holding fixed certain facts while considering what else
must be true. Nonetheless, it has to be admitted that this result would
undermine much of this book. This risk is one that comes with caring
about empirical data.

e Outcome 2: Subjects deny that (1*) must be true in the first ver-
sion of the experiment, but insist that it must be in the second
version. If this happens, it seems that anti-substitution intuitions
about simple sentences are not resilient. Although they are initially
present, they are easily undermined. If this is right, then only part
of the explanation suggested in this chapter is needed: we only
need to explain initial anti-substitution intuitions. (But what should
we say, then, about philosophers who seem to have such strong
and resdlent anti-substitution intuitions that they construct whole
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theory—laden to be taken seriously, or perhaps fBey are simply very
idiosyncratic cases.)

e Outcome 3: Subjects deny that (1*) must be true, in both versions
of the experiment. This result accords with the assumptions on
which much of this book is based: that there are resilient anti-
substitution intuitions about simple sentences, which persist even
once subjects have been reminded of the relevant identity sen-
tences.

A further sort of experiment would also be valuable. In my discussion
of the Enlightenment Problem, I have made various claims about
how intuitions do or do not change as we learn about whether the
speaker and/or audience are enlightened. These are empirical claims,
and testable ones. They should, then, be tested. If they turn out to
be false, then one sort of objection to other accounts fails (though the
Aspect Problem may well remain). This would not show the account
proposed in this chapter to be wrong, but it would weaken the case
against alternative accounts. Finally, it is worth testing whether intuitions
are the same about cases involving name change (like ‘Leningrad’/‘St
Petersburg’) and cases involving ‘double lives’. If intuitions differ, it
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may be that different explanations are appropriate for the different sorts
of cases.13

6.10.4 How much can be shown?

Suppose the research suggested above is done. How much will that
show us? Well, as noted above, certain results would count against
the account outlined here. Empirical research, then, could show this
account to be untenable. But what if the results are favourable to it?
Would this show it to be correct? Unfortunately (for me), it would
not. If the experiments suggested above are done, and the outcomes
are favourable to the account, that would provide some support—in
that disconfirmation was possible, but it did not occur. However, all
that would be shown is that empirical data are consistent with it. Other
possible accounts would by no means be ruled out by such empirical
data. Such results, for example, are perfectly consistent with other
accounts of simple sentence intuitions. After all, those accounts make
no commitments whatsoever regarding mental processing. ( It seems to
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The most that could be said for my account, in the best of circum-
stances, would be something like this: Other accounts of simple sentence
intuitions do not succeed. This account, which requires the truth of
certain empirical claims about psychology, can explain our intuitions.
The empirical claims in question have been tested and not disconfirmed,
and they seem plausible. This account deserves to be taken seriously,
and in the absence of promising alternatives it should be provisionally
accepted.

Of course, we are not yet in the best of circumstances—we need
a great deal more empirical data before we will be. But I hope that I
have shown the approach outlined above to be plausible and at least
somewhat appealing, and also to have shown how further relevant
empirical research might proceed. My claims, then, are really quite
modest. But it seems to me that the sort of approach suggested here is a
novel and interesting one, well worth considering further—and perhaps
applying to other problems.

13 This is what Zimmerman (2005) suggests.



Appendix A: Extending the Account

As Stefano Predelli (2001) has emphasised,! terms other than names may also
give rise to intuitions that feel to be somehow of the same sort as those that
have been the topic of this book. In some of these cases, what is going on is
clearly not anything to do with substitution of co-referential terms, and yet a
feeling remains that a solution to the problems that have been our main focus
should also be extendable to these cases. Predelli writes, ‘the reactions elicited
by [non-name cases] are so importantly similar to the Intuition regarding [name
cases] that any satisfactory analysis of the latter must be applicable to the former’
(p. 312). I am far from certain that the condition Predelli imposes must be
right: cases may feel similar and yet turn out to be quite different. However,
I think it is a virtue of the solution proposed here that it can quite readily be
extended to non-name cases.

JEL kesavmslogia. com

We will begin by looking at some of these non-name cases.

A.1.1 Descriptions

Assume that Superman is the worst-dressed superhero and Clark Kent the
shyest reporter. Despite this assumption, (1) might seem true and (1*) false,
even if you also know that (2) is true.

(1) The shyest reporter went into the phone booth and the worst-dressed superhero
came out.

(1*) The worst-dressed superhero went into the phone booth and the shyest reporter
came out.

(2) Superman is Clark Kent.

This case is straightforwardly a problem regarding apparent substitution failure.
Despite the fact that the descriptions ‘the worst-dressed superhero’ and ‘the
shyest reporter’ co-refer, it seems, intuitively, that substitution of one for the
other in a simple sentence may result in a change of truth value.

1 T also discuss some cases of this sort in Saul (1997), at 104 and footnote 13, 108.
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A.1.2 Indexicals

Imagine that the first occurrence of ‘he’ is accompanied by pointing at the
be-caped hero in the Superhero Book of Mug Shots, and the second occurrence
by pointing at the shy reporter lurking in the corner of the room. (We will set
aside interesting but irrelevant issues regarding deferred ostension.)

(3) He hit Lex Luther more times than he did.

This utterance seems like it might well be true, even if we know that the same
individual is being indicated by both pointings. This is not strictly speaking a
substitution problem, but it seems rather closely parallel to the problem posed

by the familiar (4):
(4) Superman leaps more tall buildings than Clark Kent does.

In both cases, we have a comparison between an individual A and himself,
in which A is said to F more often than A does. And yet the claim seems
intuitively true.

A.1.3 Quantifiers
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Ball 2 (5) seems hkely to be true of thlS situation:

(5) Nobody in the conference room is successful with women.

But if Clark Kent is in the conference room, then Superman is also in the
conference room. Since Superman is a noted heart-throb, (5) should not
seem true. This example is especially interesting, since it does not seem to
involve substitution failure. Nor is it obviously analogous to examples involving
substitution failure, like (3) is. However, Predelli is right to note that it feels like
an example of a phenomenon very similar to those that have been our focus;
and also right to claim that an account of the latter would ideally explain this
sort of case.

As Predelli notes, it is not entirely obvious how accounts like Barber’s,
Forbes’s, or Moore’s would cope with these cases. A psychological processing-
based account, however, does not face the same problems. There are several
sorts of stories about psychological processes that could explain these intuitions.
I will not be claiming that the specific stories suggested here are correct. My
goal is simply to show that the sort of solution I have proposed for other cases
can be extended to cover the cases in this appendix. In all these cases, the exact
details can only be discovered by empirical research. I will be relatively brief

2 This example based on Predelli (2001: 311).
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with my sketches here, assuming that Chapter 6 will allow the reader to fill
them out more fully if they wish to do so (and also that they might rather be
boiled in oil than hear further details at this point).

A.2 THE ACCOUNT

A.2.1 Descriptions
We'll start with (1) and (1*):

(1) The shyest reporter went into the phone booth and the worst-dressed superhero
came out.
(1*) The worst-dressed superhero went into the phone booth and the shyest reporter
came out.

Our problem (as laid out above) is to explain why it is that even if I know (1),
(2) and (6) to be true, I might still think that (1*) is false.

(2) Superman is Clark Kent.
(6) Superman is the worst-dressed superhero and Clark Kent is the shyest reporter.
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inferences. I need to use (6) to get me from (1 :

(7) Clark Kent went into the phone booth and Superman came out.
Then I need to use (2) to get me from (7) to (7%):

(7*) Superman went into the phone booth and Clark Kent came out.
Finally, I need to use (6) again to get me to (1%):

(1*) The worst-dressed superhero went into the phone booth and the shyest reporter
came out.

All this is far from simple to do, and I might easily fail to do it.3

Alternatively, I might process the information (1) gives me by storing it
under the names ‘Superman’ and ‘Clark Kent'. I don’t normally think in terms
of ‘the shyest reporter’ or ‘the worst-dressed superhero’, so when I encounter
these phrases I ask myself who they refer to. I realise that (1) is telling me the
same thing that (7) would tell me.

3 As I described the example initially, all these inferences would be needed. An
alternative example might work from the assumption that the shyest reporter is the
worst-dressed superhero. Fewer inferences would be needed in this case to get from (1) to
(1*), but I might still fail to make the requisite inference, for all the reasons discussed in

Chapter 6.
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(7) Clark Kent went into the phone booth and Superman came out.

Now I encounter (1*), and carry out a similar inference, realising it tells me
what (7*) would tell me:

(7*) Superman went into the phone booth and Clark Kent came out.

If this is how I think about (1) and (1*)—as seems perfectly plausible—then
the explanation offered in Chapter 6 can simply be transferred over, from this
point on.

A.2.2 Indexicals
Our puzzle case here is (3).
(3) He hit Lex Luther more times than he did.

One who witnesses an utterance of (3) accompanied by pointings at appro-
priate photos will access their Superman node when considering the first half
of the comparison, and their Clark node when considering the second half.
Fights villains is a rather prominent bit of information stored under Super-
man, and is wimpy is a similarly prominent bit of information stored under

Clark. Consultm ill take £3) to be perfectly
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(2) Superman is Clark Kent.

Bug, for all the reasons discussed in Chapter 6, this might or might not occur.

A.2.3 Quantifiers

Here our concern is with sentence (5), uttered when Clark and his shy reporter
friends are sitting in the conference room:

(5) Nobody in the conference room is successful with women.

(5) seems like a true description of this state of affairs, even if one knows that
(2) is true.

(2) Superman is Clark Kent.

This is fairly readily explained. When considering the truth of (5), given the
set-up for the example we access our Clark node, and not our Superman node.
Given the information at that node, and the other information presented
with the example, (5) will seem true to us. We are not in the habit of
automatically accessing information from the Superman node. If we did access
this information, we would see that (5) is false. But we do not do that,
so we don’t. Even when presented with (2), we may still fail to infer that
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(8) is true—for all the same sorts of reasons that we have discussed in
Chapter 6.

(8) Superman is in the conference room.

If we don’t make this inference or a similar one, we will have no reason to

doubt the truth of (5).
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Appendix B: Belief Reporting

When simple sentence puzzle cases were introduced, they seemed to have a
bearing on more traditional substitution puzzle cases, like those involving belief
reports. Our question in this appendix is whether this still seems to be true.
I will argue that it is, and that what we have learned from studying simple
sentences has the potential to offer us new approaches to these belief-reporting
puzzle cases as well.

B.1 A CHALLENGE TO ANTI-NAIVE MILLIANS

In Chapter 1, I argued that simple sentences pose a special challenge to those
who oppose Naive Millianism.! Let’s revisit this argument now, to see if it still
seems right. The problem simple sentences posed for opponents came in the
form of a dilemma. Such theorists insist that substltutlon must be blocked in

(they/offer [theories designed €0 dorthis:
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o Option 1: Extend their theory so that it blocks substitution in simple
sentences as well as in sentences containing standard substitution-blocking
constructions.

e Option 2: Maintain that our anti-substitution intuitions about simple sen-
tences are in error. On this option, the opponent of Naive Millianism
must explain away anti-substitution intuitions about simple sentences while
insisting that it is unacceptable for the Naive Millian to explain away anti-
substitution intuitions about belief reports. She will, then, need to offer a
very good reason to suppose that anti-substitution intuitions about belief
reports demand a kind of respect that those about simple sentences do not.

a choice:

This problem remains, and indeed our explorations have shown it to be more
pressing still. We have canvassed several efforts to block substitution in simple
sentences—either by extending existing theories (Forbes) or by formulating
new ones (Moore, Pitt, Predelli). All of these failed. Option 1 now looks
substantially less promising than it looked in Chapter 1. The most promising
response to anti-substitution simple sentence intuitions seems to be to claim

1 They also pose a challenge for Millians, but that challenge can be met, it seems to
me, by the theory sketched in Chapter 6.
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that they are in error. I have suggested that a psychologically-based explanation
of these errors holds considerable potential for success. The anti-Naive Millian
who accepts all this will opt for Option 2. But if they do this they must
accept the additional burden mentioned in Option 2. Despite their willingness
to explain away anti-substitution intuitions about simple sentences, they must
continue to insist that such explanations are unacceptable in the case of belief-
reporting intuitions. The challenge of justifying such differential treatment
remains.

B.2 AFURTHER CHALLENGE TO ANTI-NAIVE MILLIANS

The challenge outlined above is heightened if anti-substitution intuitions about
belief reports and simple sentences can be explained in the same way. To see
this, consider an opponent of Naive Millianism who has been convinced by
the arguments of this book so far. Such a person accepts that the best way
to explain simple sentence intuitions is via the psychological, processing-based
explanation offered in Chapter 6. Now suppose that an explanation of the
same sort can be offered for anti- substitution intuitions about belief reports
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is acceptable for simple sentences but not for belief reports. In particular, if
anti-substitution intuitions about belief-reporting can be explained by drawing
only upon resources that the theorist is already committed to, they owe us a
reason for rejecting such an explanation.

With this in mind, our next project is to explore whether such a psychological
explanation of belief-reporting intuitions is available. I will argue that it is.

B.2.1 Can the Naive Millian explain away belief-reporting intuitions
in the same way as simple sentence intuitions?

Before attempting to answer this question, it will be worthwhile to review the
situation of the Naive Millian who attempts to explain away anti-substitution
belief-reporting intuitions. According to the Naive Millian, (1) and (1*) below
express the same proposition and must have the same truth conditions.?

(1) Lois believes that Superman can fly.
(1*) Lois believes that Clark can fly.

2 Reminder: I use the phrase ‘truth conditions’ to refer to the truth values of a
sentence in a context, evaluated both at the actual world and at other possible worlds.
Truth-conditional intuitions are intuitions about these truth values.
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The problem the Naive Millian faces is that of explaining why it is that
we think, incorrectly, that (1) and (1*) may differ in truth value even though
we know that (2) is true. (As noted in Chapter 1, it is only the intuitions of
the enlightened—those who know that (2) is true—that are problematic to
explain.)

(2) Superman is Clark.

The traditional approach has been to invoke matching propositions of some
sort—most commonly, implicated ones. The approach to simple sentences
suggested in Chapter 6 is to abandon this reliance on matching propositions.
Instead, the thought is, we may be able to explain how our intuitions go astray
by focusing on considerations of psychological processing. In some sense, any
explanation of anti-substitution intuitions that relies upon cognitive processing
rather than on matching propositions implicated, asserted, etc. is a relative of
this explanation. However, the closer the relative the more interesting it will be.
With that in mind, it is worth reminding ourselves of some of the key features
of Chapter 6’s explanation of simple sentence intuitions.

The explanation in Chapter 6:

(1) Makes use of the claim that we entertain different representations when we encounter
sentences dlffermg from each other only in the substltutlon of one co-referential
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to segregate mformatlon that render us unlikely to make substitution mferences
(even if these inferences are valid).

(3) Does not appeal to the entertainment of propositions whose truth values match
those indicated by our intuitions.

(4) Suggests a variety of further factors that may play a role in producing resilient
anti-substitution intuitions. These include:

. Failure to consider relevant identity;

. Lack of logical acumen;

. Lack of confidence in reasoning abilities;

. Strength of anti-substitution intuitions;

. Good reason to reject substitution;

. Knowledge that surface structure can be misleading;
g. Habits of resistance to certain kinds of inference.

-0 0 T

It seems to me that these resources can be used to offer an explanation of
enlightened anti-substitution intuitions about belief-reporting sentences. We
start by observing, along with nearly all other Naive Millians, that sentences
(1) and (1*) present the same proposition in different ways.

(1) Lois believes that Superman can fly.
(1*) Lois believes that Clark can fly.

When we consider these sentences and entertain the proposition that they
express, we represent it to ourselves in different ways. As result, it is not
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immediately apparent to us that (1) and (1*) must take the same truth value.
Even though (1*) follows from (1) and (2), and we know that (2) is true, we
may easily not make this inference.

(2) Superman is Clark.

After all, as we noted in the last chapter, we don’t always make all of the
inferences that we can. We may have simply failed to reflect upon (2)’s truth.
Our cognitive architecture may make it unlikely that we will reflect upon
(2) when we read (1) and (1*). Suppose it is right that we store information
about individuals at separate nodes associated with those individuals (or, as
we saw in the last chapter, with particular labels/representations for those
individuals). Then, when we read and accept (1), we will store the information
it gives us at our Loss node— perhaps in the form of sentence (1) or its mental
correlate. When we read and accept (2), we won’t store the information it gives
us at our Lois node—we’ll store it at our Superman and Clark nodes, perhaps
in the form of (2) or its mental correlate. When we reflect upon (1) and (1*)’s
truth values, we do so by consulting the information at our Lois node—after
all, the sentences are about her beliefs. Reflecting on (2) would require us to
shift from the Lois node to another node, and make the inferences licensed by
information at both nodes. It doesn’t seem unreasonable at all that we might

refram from dom%E L? ,_,_é:@ 4 ks )Ue Ewhgml;v e/\/ 1Dn @% ((LQ}H( jtp,\\

truth, invited to reflect upon it, and exphatly invited to\éonm fer the inference
from (1) and (2) to (1*), we show little tendency to infer that (1)’s truth
guarantees the truth of (1*)—or, more simply, to infer from (1) and (2) to (1%).
Obviously, cognitive architecture alone cannot explain this—we have, after all,
been given reason to reflect on (2). Why don’t we make the inference?

One reason is that we may have very good reason to believe in (1)’s truth and
(1*)’s falsehood. As David Braun (1998: 586—90) has argued, a person may have
good evidence for believing that sentences like these take different truth values,
and for believing that particular substitution inferences are invalid—even if
they are valid. What sort of evidence could underpin this will vary. One way that
we could come to believe that (1) is true and (1*) false could be by observing
Lois’s behaviour. Suppose, for example, that Lois says things like ‘Superman
can fly but Clark can’t’. She might also ask Superman, be-caped, for a flying
lift home while only asking Clark, be-suited, to share a cab. These observations
would serve as evidence for the truth values we have assigned (1) and (1%),
and it would be very difficult for any argument to undermine it— because we
will simply have more confidence in our judgments of truth value than in the
inference that would show these judgments to be wrong.

Often, though, we are presented with substitution puzzle cases for which we
don’t have this sort of observational evidence. We are presented, for example,
with a sentence like (3), and asked to reflect on whether (3*) might differ in
truth value, given that (4) is true.
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(3) Ethel believes that Bob Dylan is a singer.
(3*) Ethel believes that Robert Zimmerman is a singer.
(4) Bob Dylan is Robert Zimmerman.

We can’t draw on the same sort of evidence to make this decision—for one
thing, we know almost nothing about Ethel. Instead, we need to draw on our
knowledge of people and their beliefs. Perhaps we reflect on cases like this that
we have known—in which we did have observational evidence. Perhaps we
reflect, more generally, on our knowledge about the way that the world does
or doesn’t impact on what people believe. In any case, we may well have good
evidence that it’s possible for sentences like (3) and (3*) to be true, despite the
truth of (4). In the face of such good evidence, we may quite reasonably reject
the (in fact valid) inference from (3) and (4) to (3%).

As with simple sentences, the above may be equally true for the logically
insecure and the logically savvy and confident. The insecure will doubt the
argument from (1) and (2) to (1*) because they doubt their reasoning abilities.
The savvy and confident will doubt it because they know how misleading
surface structure can be.

A further factor may be the habits of inference-making and inference-resisting
that we develop. Recall the suggestion above that information about Lois’s beliefs
will be stored at aLo node 1nf rm 0 about Superman/Clark will not
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seems to me very likely that we will have a well-established habit of lookmg only
to information stored at our 4 node when reasoning about A’s beliefs. That
is, we will be likely to seek out information about other beliefs that Lois has,
information about what she has seen, or information about what she has heard.
We will use this information to make inferences about what Lois believes. But
we will be unlikely to look for information that is not information about Lois,
and to use that information to make inferences about what Lois believes. These
habits are ones that serve us well. Information that is not about A is generally
not relevant to what A believes. Despite their prominence in the philosophical
literature, substitution puzzle cases are not a regular feature of everyday life.?
Well-established and useful habits may, then, cause us to resist substitution
inferences that are in fact valid.

The story above seems to me to offer a good explanation of our anti-
substitution intuitions about belief-reporting sentences. The question now is
whether this explanation is of the same sort as that offered for our anti-
substitution intuitions about simple sentences. This will, of course, depend

3 Even in the case of substitution puzzle cases, such resistance may still be a good idea.
It leads us, for example, to the false belief that (1*) isn’t true; but it saves us from many
other false beliefs—that Lois is about to ask the guy in the suit for a flying lift, that Lois
thinks there is a guy who flies while wearing a suit, etc.
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in part on how finely we individuate sorts of explanations— the explanations
cannot of course be exactly the same, since they have (at least) a different subject
matter. But it seems to me that a good case can be made for these explanations
being, in some important sense, of the same sort. Here again are the key features
of the simple sentence explanation, each followed by a discussion of similarities
and differences between that explanation and the one suggested here:

(1) The simple sentence explanation makes use of the claim that we entertain different
representations when we encounter sentences differing from each other only in the
substitution of one co-referential name for another.
This feature appears, and plays an important role in the explanation.
The simple sentence explanation suggests that there are features of our cognitive
architecture (in particular, a tendency to segregate information) that render us
unlikely to make substitution inferences (even if these inferences are valid).
Cognitive architecture plays an important role in the explanation above, as does the
more specific claim that segregation of information can help to produce a reluctance
to make substitution inferences. More specifically, it makes use of the fact that the
belief expressed by (2) would not be stored at the same node as the belief expressed
by (1).4
(3) Thesimple sentence explanation does not appeal to the entertainment of propositions
whose truth values match those indicated by our intuitions.
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Neither account makes any appeal to such intuition-matching Proposmons

f4>“ Srggests

e RSt oy e eoim

a. Failure to consider relevant identity;

b. Lack of logical acumen;

c. Lack of confidence in reasoning abilities;
d. Strength of anti-substitution intuitions;
e
f.
g

. Good reason to reject substitution;
. Knowledge that surface structure can be misleading;
. Habits of resistance to certain kinds of inference.

Both accounts make use of these factors in explaining resilient anti-substitution intuitions.

It seems to me reasonable to claim that the account of belief-reporting
intuitions suggested here is of the same sort as the account of simple sentence
intuitions suggested in Chapter 6. If this is right, then one who accepts the
account of simple sentence intuitions offered in the last chapter but rejects the
account of belief-reporting intuitions sketched here owes us an explanation of
this disparity. If this sort of account is adequate to explain away intuitions
about simple sentences, why isn’t it adequate to explain away intuitions about

4 This is a different segregation claim from that employed in the simple sentence
explanation. That explanation made use of the claim that we store information as-
sociated with different labels at different nodes (even when the labels are known
to be co-referential). This claim plays no role in the explanation of belief-reporting
intuitions.
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belief reports? And if it is adequate to explain intuitions about belief reports,
why not accept Naive Millianism and an explanation like this of recalcitrant
anti-substitution intuitions?

The challenge becomes more pressing still when we consider a key way that
the explanations are similar: they draw on the same resources. One who has
already accepted the explanation of simple sentence intuitions in Chapter 6
need not commit to any controversial new claims in order to explain away
belief-reporting intuitions.

B.2.2 An objection and reply

The opponent of Naive Millianism may reply that she has a perfectly principled
reason for treating belief-reporting and simple sentence intuitions so differently.
Anti-substitution intuitions about belief-reporting are, quite simply, stronger
than and-substitution intuitions about simple sentences. It is far easier, she may
argue, to convince someone that (5) entails (5*) than that (6) entails (6*).

(5) Superman leaps more tall buildings than Clark Kent.
(5*) Superman leaps more tall bulldmgs than Superman.
(6) Lois believes that Superman leaps more tall buildings than Clark Kent.
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Because anti-substitution intuitions about belicf- reporﬁﬁg are much str stronger
than those about simple sentences, they are deserving of more respect. It
is acceptable, this line goes, to violate and explain away the relatively weak
simple sentence intuitions; but it is not acceptable to do this with the stronger
belief-reporting intuitions.

It is undeniable that at least some philosophers take there to be a significant
difference in strength between the simple sentence intuitions I have drawn on
here and belief-reporting intuitions. We should be careful, however, not to
overstate this. Some philosophers clearly have extremely strong anti-substitution
intuitions about simple sentences—the fact that most accounts of simple
sentence intuitions in the literature uphold the anti-substitution intuitions is
some indication of this. We should also bear in mind that most philosophers
have accepted for a very long time that substitution only fails in certain special
contexts, and that it is guaranteed to succeed in simple sentences. Many
philosophers have aligned themselves in one way or another with theories that,
in one way or another, incorporate or build on this presumption. Others have
simply taken it for granted without caring a great deal about it. In either
case, the idea that substitution could fail in simple sentences goes against
long-standing convictions. In such circumstances, we should expect people to
be resistant to it. The fact that any philosophers at all find themselves with
strong anti-substitution intuitions about simple sentences is a significant one, as
is the fact that many philosophers find themselves with at least some inclination
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against substituting. It is perhaps also significant that many philosophers of
language will have had the experience of teaching students who are considerably
less willing to substitute in simple sentences than they are supposed to be.
This experience is some clue that the intuitions of ordinary people about these
matters may be different from those of philosophers. Such conflicts, of course,
are nothing new. And in many cases, there is good reason to prefer the intuitions
of philosophers. But in this case, where the phenomenon in question (resistance
to substitution in simple sentences) is one that goes against assumptions that
have long been taken for granted by philosophers, there may be reason to prefer
the intuitions of ordinary people.

Now put aside these concerns. Let’s suppose that we have established
that, for both philosophers and non-philosophers, anti-substitution intuitions
about belief reports are generally significantly stronger than those about simple
sentences. Would this difference in degree be sufficient to establish a difference
in kind between belief reports and other sentences? I don’t think it would be.
After all, many phenomena have obvious, clear cases and less obvious, less clear
cases. The obvious cases, most of us think, at least have the potential to help
us to understand the less obvious ones. Take the distinction between lying and
misleading, for example, and consider an utterance of (7), below.
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many people will—at least before they reflect carefully—con31der this utterance
to be a lie.

Those who take the speaker to have been merely misleading, rather than
lying, will say that—although her utterance conveyed a falsechood (that the
marriage preceded the children)—she did not say anything false. They can help
to explicate this by pointing to other utterances in which people clearly mislead
rather than lie. Suppose Alfred needs to buy petrol for his car and explains
this to Bettina. Bettina replies ‘there’s a service station around the corner’. It
turns out that the service station has been closed for the last 10 years and
Bettina knows this, so she knew that Alfred could not buy petrol there. Did
Bettina lie? Obviously not, but it is equally obvious that she misled Alfred, by
conveying to him (without saying it) that he could buy petrol at the service
station around the corner. Looking at this case makes it clear that sometimes
we mislead rather than lie, by conveying rather than saying something false.
Once this phenomenon has been brought to our attention, most of us will
start to see the utterance of (7) as merely misleading rather than false. But
not all of us will. And clearly our intuitions about (7) are less strong than
our intuitions about the petrol station utterance. There is no doubt that the
petrol station utterance is a clearer case of misleading by saying something true
than (7) is. But this fact alone does not establish that the cases must be treated
differently.
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It is important to be clear on what I am arguing above: I am 7ot suggesting
that differences in strength of intuition are irrelevant to our theorising. That is
clearly false. But what I am suggesting is that a difference in strength of intuition
should not be taken as a decisive reason to treat cases differently. Indeed, we
commonly treat cases alike even when intuitions differ in strength—and our
acceptance of this practice is implicit in the fact that we frequently try to
illuminate unclear cases by reflecting on clear ones.

A further point: even if we accept that anti-substitution belief-reporting
intuitions are generally stronger than anti-substitution simple sentence intu-
itions, we must also acknowledge that there is considerable variation within
each category—and even, perhaps, that some simple sentence anti-substitution
intuitions are stronger than some belief-reporting anti-substitution intuitions.
The fact that some anti-substitution intuitions regarding belief reports are weak
is a familiar one. Indeed, we noted in Chapter 1 that not all belief-reporting
utterances elicit any anti-substitution intuitions at all. Here we’ll consider a
new example. Suppose somebody I trust utters sentence (8):

(8) Caleb believes that Bush is an intelligent man.

I am shocked, and I want to pass this surprising information on to some of my
fellow Democrats. So I utter (8*):
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My utterance, (8*), seems uncontroversially true. To kiow that (8*) is true we
don’t need to know whether or not Caleb has over heard “W’ as a nickname
for Bush, or indeed anything else about how he thinks of Bush. Even if we
learned that Caleb is unfamiliar with the name “W’, we would not change
our minds.> We happily allow, then, that the substitution of “W’ for ‘Bush’
preserves truth value. We don’t, then, have anti-substitution intuitions about
this belief-reporting example. Compare this case to the familiar one of (9) and

(9%), below.

(9) Clark Kent went into the phone booth, and Superman came out.
(9*) Superman went into the phone booth, and Clark Kent came out.

Suppose (9) is uttered as a description of the events witnessed on a Metropolis
street. Assume that it is true. Intuitively, it does not seem to follow from
this that (9*) must be true. Even if you are a philosopher whose anti-
substitution intuitions regarding simple sentences are very weak—far weaker
than most of your anti-substitution intuitions about belief reports—your
anti-substitution intuition regarding (9) and (9*) is probably stronger than
your anti-substitution intuition regarding (8) and (8*). Thus, there are some

5 This is assuming that the context remains the same. If we switch, for example, to a
case in which we’re trying to predict what Caleb will write on his ‘Intelligent Men of the
21°* Century’ quiz, our intuitions will shift as well.
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anti-substitution intuitions about simple sentences that are stronger than some
anti-substitution intuitions about belief reports. It is wrong, then, to insist
that the contrast between belief-reporting and simple sentence anti-substitution
intuitions is a clear and stark one, on which belief reports elicit strong
anti-substitution intuitions and simple sentences elicit weak ones.

As a matter of fact, it seems to me that some comparative empirical study
of anti-substitution intuitions would be immensely valuable. Philosophers
of language generally assume that anti-substitution intuitions about belief-
reporting sentences are strong and resilient. Belief-reporting sentences are taken
to be a paradigm case of sentences that provoke anti-substitution intuitions.
But these intuitions should be tested empirically. Aside from telling us whether
or not the industry of accounting for anti-substitution intuitions has been built
on a huge mistake, the comparison with simple sentence intuitions will be very
useful. Results may be less clear-cut than one would expect.

B.2.3 Braun’s account of belief reporting

David Braun’s (1998) account of belief reporting bears important similarities
to that suggested above. Braun is a Naive Millian, who assigns Naive Millian
truth conditions to belief-reporting utterances. He explains anti-substitution

inguid cm&a\bpwt tHese uttera e@\% tifiv gal 1m§h€\
AT lﬁj%rﬁim @ﬂpﬁﬁlmﬁ ﬂ /f&cuses‘ zzynﬁtr the

guises under which behef—reportmg propositions are apprehended and the
evidence that we may have for the truth values that we assign to belief-reporting
utterances.

Braun’s central example, when it comes to explaining the intuitions of the
enlightened, is that of Mary. Mary thinks that (10) is true and (10%) is false,
despite the fact that she also knows (11) to be true. Braun’s goal is to explain
how it is that Mary might rationally hold this combination of beliefs.

(10) Hammurabi believes that Hesperus is visible in the evening.
(10*) Hammurabi believes that Phosphorus is visible in the evening.
(11) Hesperus is Phosphorus.

According to Braun (as to most Millians), Mary will grasp the proposition
expressed by (10) and (10*) under different guises when she apprehends it via
sentences (10) and (10*). Braun finds it convenient to discuss Mary’s beliefs by
provisionally adopting a mental sentence theory of belief. (He does not commit
himself to the truth of such a view, nor does his explanation depend on it.)
According to such a view, ‘to believe a proposition is to have in one’s head (in
the right way) a mental sentence that expresses that proposition’ (Braun 1998:
574). When a person is in such a state, the sentence in question is said to be
in the person’s belief box. Using this terminology, Braun claims that Mary has
(10) in her belief box but does not have (10*) in her belief box. Indeed, she has
(10**) in her belief box.
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(10**) Hammurabi does not believe that Phosphorus is visible in the evening.

But this is clearly not enough: Braun also needs to explain how it is that Mary
might rationally fail to make the inference from (10) and (11) to (10*). Braun’s
explanation depends on the thought that people may rationally fail to make
even simple logical inferences. According to him, Mary may fail to make the
inference in question simply because she has good reasons for thinking that
(10) and (10**) are true. Her reasons may be, he suggests, so strong that she
would be justified in rejecting the inference rather than giving up these beliefs.
When this is the case, Mary may rationally assign different truth values to (10)
and (10*) despite her knowledge that (11) is true.

Braun’s account of belief-reporting intuitions has obvious similarities to that
suggested earlier in this appendix in particular, (1) he draws on the idea that one
may (quite reasonably) fail to make simple inferences simply because one has
good reason to doubt that the inferences are correct; (2) he assigns a crucial role
to the guises under which propositions are apprehended; and (3) he does not
make use of intuition-matching propositions of any sort. Like the explanation I
have been suggesting, Braun’s explanation relies on processing considerations.

Braun’s explanation and mine also have some dissimilarities, some merely
apparent and some genuine. A first dissimilarity is that Braun’s explanation

makes use of a me t ;heo eh , and of behef boxes But this is
el : a\m\‘ s t eo Miﬁe@‘e Tg ef%ﬁyﬁ ﬁ
0'it.

\\ //

1ilustratmgT1 s approac , and he'is not at all' committec is exp\ﬁnation
in no way depends upon it. Somewhat more significantly, my explanation
makes use of some claims about cognitive architecture that Braun does not, in
particular the idea that groups of beliefs are stored separately from each other.
This claim is by no means incompatible with Braun’s account; he could well
choose to make use of it. However, they do render the account at least somewhat
distinct from his. Braun’s view of belief reporting and the one suggested earlier
in this appendix are, it seems to me, similar enough that acceptance of the
psychological explanation for our intuitions about simple sentences can be used
as an argument for Braun’s view on belief-reporting.
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